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#### Abstract

In this dissertation, substantial headway towards the Zeeman deceleration and magnetic trapping of methyl radicals, and the standing-wave Stark deceleration and AC Stark trapping of ammonia are presented. Notably, the first ever trapping of gaseous methyl radicals within a permanent magnetic trap is discussed in detail. Additionally, the use of a counter rotating nozzle to produce slow polyatomic molecule beams is discussed.

The methyl radical is the smallest stable paramagnetic intermediate hydrocarbon species, and as such, is the physicochemical properties of this species are of substantial interest to astrochemists and organic chemists alike. Methyl radical, being a paramagnetic molecule, is decelerated using an 85 coil Zeeman decelerator from $320 \mathrm{~m} / \mathrm{s}$ to $60 \mathrm{~m} / \mathrm{s}$. Notably, the first ever trapping of methyl radicals in the gas phase inside a permanent magnetic trap is described here. The trapped radicals had a temperature of 200 mK , and a lifetime greater than one second. Lastly, the elastic collisional cross sections for the methyl radical with helium and argon are also reported.

In addition to the magnetic trapping of the methyl radical, progress towards the trapping of polar molecules with microwave radiation is discussed in detail. A quality (abbr. Q) factor of $5 \times 10^{5}$ was achieved by cooling a Fabry Perot cavity with superconducting mirror surfaces to 3 K . Resulting from the large Q factor, the maximum electric field inside the cavity is $1 \mathrm{MV} / \mathrm{m}$ when a power input of 10 W is used. The cavity is cooled to 3 K in order to achieve a quality factor of 5 $\mathrm{x} 10^{5}$. Due to the high Q factor and a power input of 10 Watts , the maximum electric field inside the cavity is $1 \mathrm{MV} / \mathrm{m}$. At this electric field, $\mathrm{NH}_{3}$ molecules travelling slower than $10 \mathrm{~m} / \mathrm{s}$ can be successfully trapped. Additionally, the AC stark shift of $\mathrm{NH}_{3}$ molecules within the trap is reported as the first step towards their trapping.


In addition to the two Stark and Zeeman decelerators, a counter rotating nozzle was constructed based on the design presented by Gupta et al. at Harvard University. The technical modifications presented in this thesis yielded an increase in the density of the molecular beam by three orders of magnitude, compared to the original design. This nozzle was used to decelerate acetone from 430 $\mathrm{m} / \mathrm{s}$ to $110 \mathrm{~m} / \mathrm{s}$, and unlike the Stark and Zeeman decelerators, it can be used to decelerate any gaseous molecules.

## Lay Summary

The accuracy of a measurement involving light and matter increases with their interaction time. The interaction time can be increased by slowing the particles and storing them inside a trap. In this dissertation, a counter rotating nozzle and a Zeeman decelerator are the two methods used to slow down polyatomic molecules. Using the Zeeman decelerator, it was possible to store the methyl radicals in a permanent magnetic trap. In addition to employing the current existing methods, a new type of trap which uses MWs has been developed. These works are aimed towards developing schemes for slowing and trapping of particles, particularly polyatomic molecules. Atoms and some diatomic molecules can be slowed and trapped using laser cooling technique, which is not applicable in general, for polyatomic molecules.

Another phenomenon which manifests itself when the atoms or molecules moves slowly, is their increase in thermal De Broglie wavelength. This gives rise to quantum effects during collision between atoms or molecules. The particles can influence each other at a distance which can be larger than its size due to its increased thermal De Broglie wavelength at slow speeds. This effect is investigated with the trapped radicals and their collisions with helium and argon atoms.

## Preface

This dissertation is based on the experiments conducted on a Zeeman decelerator and a Counter rotating nozzle which were already constructed in the lab of Dr. Takamasa Momose at UBC before I joined as a graduate student in 2014. A new Fabry Perot cavity was constructed in 2017, in collaboration with Dr. Frank Steinkemeir at The University of Freiburg, Germany, to trap polar molecules using MW radiation.

Chapter 3 and 4 covers the production, deceleration and trapping of methyl radical using the Zeeman decelerator. The density of trapped radicals is also estimated as the future experiments such as sympathetic cooling or collision experiments, depend on the density of trapped radicals. In addition to this, the collision dynamics of trapped radicals with noble gas atoms is also discussed. The Zeeman decelerator was constructed in 2013, by the machine shop, electronics shop at UBC, and members of Momose lab namely Pavle Djuricanin, Yang Liu, Sida Zhou and Wei Zhong. Following 2014, the mechanical maintenance for the Zeeman decelerator involving the coils, feedthroughs, nozzle and other experimental components was done by me. The electronic shop at UBC chemistry department provided the support for electronic components. The experimental work done to trap methyl radicals was done my and Dr. Yang Liu, who was working as a post-doctorate fellow in Momose lab. All the data analysis presented in chapter 4 were also done by me. The LabVIEW program for data acquisition was developed by Tony Mittertreiner, from the electronics shop at UBC, chemistry department. The theoretical calculations for elastic cross section as well as the deceleration timing sequence were performed by Dr Yang Liu. The work done towards optimization of methyl radical generation in chapter 3 has resulted in the following publication: "Jonas Grzesiak, Manish Vashishta, Pavle Djuricanin, Frank Stienkemeier, Marcel Mudrich, Katrin Dulitz, and Takamasa Momose, Review of Scientific

Instruments 89, 113103". The work done in chapter 4 has resulted in the following paper: "Yang Liu, Manish Vashishta, Pavle Djuricanin, Sida Zhou, Wei Zhong, Tony Mittertreiner, David Carty, and Takamasa Momose, Phys. Rev. Lett. 118, 093201"

Chapter 5 covers the progress towards trapping of ammonia molecules using MW radiation. A Fabry Perot cavity was constructed for this goal whose inner mirror surfaces are coated with a superconducting material. The Fabry Perot cavity was designed in by Dr. Katsunari Enomoto, Pavle Djuricanin, Dr. Takamasa Momose and me while it was machined at the University of Freiburg, Germany. The coating of superconducting material on the cavity mirrors were done my Pavle Djuricanin and myself at UBC. The LabVIEW program for data acquisition was developed by Tony Mittertreiner, from the electronics shop at UBC, chemistry department. All the data acquisition and analysis in chapter 5 were performed by me.

In chapter 6, the slowing of acetone molecules using a counter rotating nozzle is discussed. Like the estimation of density of trapped radicals in chapter 4, chapter 6 also presents the estimated density of Argon beam using an RGA detector. The experiment was designed by Pavle Djuricanin while the LabVIEW program for data acquisition was developed by Ilja Gerhardt. All the data acquisition and analysis in this chapter has been performed by myself.
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## Chapter 1.

The field of cold atoms and molecules has made it possible to achieve temperature on the order nano-Kelvin which is almost close to zero Kelvin. This achievement has made it possible to enhance our knowledge about matter which has far reaching consequences. For example, the upper limit set on the magnitude of the electric dipole moment (EDM) of an electron is less than $1.1 \times 10^{-}$ ${ }^{29} \mathrm{e} \mathrm{cm}$ [1], which was measured inside a thorium monoxide ( ThO ) molecule. This measurement serves as a test for the Standard Model of particle physics which predicts it to be $<10^{-38} \mathrm{e} \mathrm{cm}$ $[2,3,4]$. Other models beyond the Standard Model predicts this value between $10^{-27}-10^{-30} \mathrm{e} \mathrm{cm}$ which can be now compared with experiments. So far, a standard molecular beam of ThO has been used to measure the electron's EDM but efforts are being made to cool the ThO molecule in order to increase the precision of the measurement. Another example is the measurement of variation of fundamental constants with time such as the fine structure constant or electron-toproton mass ratio which are believed to be constant with time in the Standard Model of particle physics. These precision measurements are allowing us not only to test but go beyond the Standard Model of particle physics which is unable to explain matter-antimatter asymmetry, strong CP problem or dark matter and energy problems. These applications emphasize the importance of cold molecules in the field of physics. However, another side of cold molecules essence emerges from a chemist's point of view. As the temperature of a gas decreases, it's thermal De Broglie wavelength, $\lambda_{\text {th }}$ increases which is given by [5]

$$
\begin{equation*}
\lambda_{t h}=\frac{h}{(2 \pi m k T)^{\frac{1}{2}}} \tag{1.1}
\end{equation*}
$$

When $\lambda_{\text {th }}$ becomes comparable to the interparticle distance or to the size of particles, the particles start to abide by the rules of quantum statistics rather than classical statistics. Collisions between
two particles at such condition can no longer be treated as hard sphere collisions and quantum effects such as interference, scattering resonance, or tunneling phenomenon may be observed during collisions [6].

Table 1-1 shows $\lambda_{\text {th }}$ of a methane $\left(\mathrm{CH}_{4}\right)$ molecule at different temperature. The classical size for $\mathrm{CH}_{4}$ is approximately $4 \AA$ [7]. At around 1 K , methane molecules are expected to show quantum effects as their classical size becomes comparable to their thermal De Broglie wavelength.

Table 1-1:Velocity and the thermal De Broglie wavelength of a methane molecule at different temperature

| T | CH4(v) | CH4 $\left(\lambda_{t h}\right)$ |
| :--- | :--- | :--- |
| 300 K | $400 \mathrm{~m} / \mathrm{s}$ | $0.2 \AA$ |
| 1 K | $23 \mathrm{~m} / \mathrm{s}$ | $4.3 \AA$ |
| 10 mK | $23 \mathrm{~cm} / \mathrm{s}$ | 4.3 nm |
| 10 nK | $2.3 \mathrm{~mm} / \mathrm{s}$ | 4370 nm |

### 1.1 Temperature

Any gas molecule can store energy in the forms of both kinetic energy due to the motion of its constituent atoms and potential energy due to the interatomic forces. The motion of molecule in space reflects the translational degrees of freedom whereas the internal degrees of freedom consist of rotation and vibration of a molecule around its center of mass. The total energy, E due to all degrees of freedom of a molecule, with mass m , at a temperature T , can be given as

$$
\mathrm{E}=\mathrm{E}_{\mathrm{T}}+\mathrm{E}_{\mathrm{v}}+\mathrm{E}_{\mathrm{R}}
$$

where $\mathrm{E}_{\mathrm{T}}$ is the translational energy, $\mathrm{E}_{\mathrm{V}}$ is the vibrational energy and $\mathrm{E}_{\mathrm{R}}$ is the rotational energy of the molecule. According to the equipartition theorem, the energy of a system in thermal equilibrium is distributed equally among its various degrees of freedom. A diatomic molecule has 6 degrees of freedom which includes 3 translational, 2 rotational and 2 vibrational modes of motion (one due to kinetic energy and the other due to potential energy during vibration). Therefore, the molar heat capacity at a constant volume for a diatomic molecule at very high temperature is given by $C_{v}=\frac{7}{2} R$.


Figure 10-1: Heat capacity of a diatomic molecules as a function of temperature. Only translational degrees of freedom are activated at temperature below few Kelvin

In case of a diatomic molecule at room temperature, most of the thermal energy is distributed between translational and rotational degrees of freedom as vibrational degrees of freedom are not activated at room temperature as can be seen in Figure 1-1. Therefore, if we can cease the translational and rotational motion of diatomic molecule, we can reduce its temperature. Using
classical statistics, the distribution of translational energy as a function of temperature is given by Maxwellian velocity distribution $f(v)$ [8].

$$
\begin{equation*}
f(v)=\frac{4}{\sqrt{\pi}}\left(\frac{m}{3 k T}\right)^{\frac{3}{2}} v^{2} \exp \left(-\frac{m v^{2}}{2 k T}\right) \tag{1.2}
\end{equation*}
$$

The most probable speed $v_{w}$ is defined as the speed where the distribution has its maximum [7].

$$
v_{w}=\sqrt{\frac{2 k T}{m}}
$$

The temperature of a gas according to Maxwell-Boltzmann distribution, is directly proportional to its width of its velocity distribution. This temperature is referred as translation temperature or simply temperature of a gas in the field of cold molecules research. Therefore, cold molecules are slow molecules with narrow velocity distribution. Figure 1-2 shows the Maxwell-Boltzmann velocity distribution for a particle of $\mathrm{m}=15 \mathrm{amu}$ at 298 and 1 K . As the temperature decreases, $v_{w}$ shifts towards lower velocity and the FWHM also decreases. Particles move slowly with narrower velocity distribution at low temperature. The rotational temperature as differentiated from translational temperature, is related to the population of internal states and is referred to as internal temperature in the field of cold molecules research. At lower internal temperature, most of the population lies in the lowest rotational states according to the expression below [9].

$$
N_{i} \propto N e^{\frac{-\varepsilon_{i}}{k_{B} T}}
$$

Here N is the total number of particles, $N_{i}$ is the number of particles in rotational state i , and $\varepsilon_{\mathrm{i}}$ is the energy for quantum state i. Figure 1-3 shows the population of rotational states as a function of internal temperature. As the internal temperature reduces, the population of lower rotational states increases.


Figure 1-0-2:Maxwell-Boltzmann distribution of a particle with a mass of 15 amu at different temperature. The peaks for the two traces are normalized to each other


Figure 1-0-3:Population of rotational levels at different rotational temperature for a CO molecule with a rotational constant, $\mathrm{B}=1.92 \mathrm{~cm}-1$.

### 1.2 Why do we need cold molecules?

The first ever quantum degenerate state of matter in the gas phase was created in 1995 by cooling Rb atoms to a temperature of 170 nK where most of the atoms occupied the lowest energy level as governed by Bose-Einstein statistics [10]. Other atomic species which have ben cooled to form their BECs are $\mathrm{H},{ }^{4} \mathrm{He},{ }^{7} \mathrm{Li},{ }^{23} \mathrm{Na},{ }^{41} \mathrm{~K}$ and ${ }^{85} \mathrm{Rb}[11,12,13,14,15,16]$. These ultra cold atoms have been used to study the inter particle collisions at very low collision energy which is impossible to study at room temperature. Other important phenomena which have been studied in ultra cold atoms include measurement of parity non conservation in cesium atom [17,18], improving accuracy in optical clocks [19,20,21,22,23], creation of ultra cold molecules [24] and interference between BECs [25]. From a chemist's point of view, the creation of ultra cold molecules had to be the next step in order to expand the knowledge of chemical reactions at low temperature. The only type of chemical reaction which can be studied with atomic system is the combination reaction

$$
A+B+M \rightarrow A B+M
$$

Where $A$ and $B$ are atomic species and $M$ is a collision partner which is required for conservation of momentum during the reaction. On the other hand, molecular systems can be used to study any type of reaction namely combination, decomposition or displacement reactions.

Decomposition

$$
A B \rightarrow A+B
$$

Combination

$$
2 A B \rightarrow A_{2}+B_{2}
$$

Displacement

$$
A B+C D \rightarrow A C+B
$$

The importance of ultra cold molecules is not only restricted to study different chemical reactions
but also includes measurement of physical quantities such as electron's EDM [1], or energy differences between chiral molecules [26] which have very small values such that it cannot be investigated in atomic systems. However, as the number of atoms increase in a molecule, the applicability of laser cooling decreases and it becomes difficult to achieve cold temperature for molecules. The laser cooling technique requires a closed transition cycle as the particles must absorb photons from the laser light to lose their kinetic energy and subsequently emit them in random directions due to spontaneous emission. However, the change in momentum due to one such event is negligible, and the particles need to undergo this event multiple times. In the case of atoms, during spontaneous emission, the atoms decay to their initial state, however, molecules due to their rich internal energy level structure, can decay to different quantum states. This makes it difficult for the molecule to absorb subsequent photons as it becomes off resonance from the laser light. So far, of all diatomic molecules, only alkali dimers have been created in the ultra cold regime by laser cooling of the constituent atoms and then photo associating them to create dimers. This restricts the number of chemical reactions which can be studied at low temperature. In order to bring more chemical species into the ultra cold regime, physicists have been trying to develop new techniques which are applicable to a wider range of molecules such as Stark or Zeeman deceleration [27-35], buffer gas cooling [36-38], counter rotating nozzle [39,40] and velocity filtering methods. These techniques rely on molecular beam manipulation using different force fields. The use of a supersonic expansion for molecular beam is ideal for this purpose as particles move in straight lines with very small diversion and low internal temperature. After the supersonic expansion, the velocity distribution narrows but the molecules move very fast in the lab frame. The application of each technique depends on the molecule of interest. For example, Stark deceleration requires molecules to have a permanent electric dipole moment whereas Zeeman
deceleration is limited to molecules having permanent magnetic dipole moment. Buffer gas cooling can be applied to most molecules which have large thermalization rates with helium. Counter rotating nozzle can also be applied to any molecule except those which exists as solid at room temperature due to technical difficulties arising as a result of the design of counter rotating nozzle.

Table 1-2 [41] lists the molecules which have been successfully cooled using various methods.

Table 1-2: Molecules which have been cooled using different techniques

| Method | Molecule | T | N |
| :--- | :--- | :--- | :--- |
| Photo association | $\mathrm{Rb}_{2}, \mathrm{Cs} 2_{2}, \mathrm{H}_{2}, \mathrm{Li}_{2}, \mathrm{Na}_{2}, \mathrm{~K}_{2}, \mathrm{KRb}, \mathrm{RbCs}$, <br> $\mathrm{LiCs}, \mathrm{LiRb}$ | 50 nK | $>10^{5}$ |
| Buffer-gas cooling | $\mathrm{CaH}, \mathrm{CaF}, \mathrm{VO}, \mathrm{PbO}, \mathrm{NH}, \mathrm{ND}, \mathrm{CrH}$, <br> MnH | 400 mK | $>10^{8}$ |
| Stark deceleration and <br> trapping | $\mathrm{NH}_{3}, \mathrm{ND}_{3}, \mathrm{CO}, \mathrm{OH}, \mathrm{OD}, \mathrm{NH}, \mathrm{SO}_{2}, \mathrm{YbF}$, <br> $\mathrm{H}_{2} \mathrm{CO}$ | 5 mK | $10^{6}$ |
| Zeeman deceleration | $\mathrm{O}_{2}, \mathrm{CH}_{3}, \mathrm{He}, \mathrm{H}_{2}$ |  |  |
| and trapping |  | 100 mK | $>10^{7}$ |
| Counter rotating nozzle | $\mathrm{O}_{2}, \mathrm{CH}_{3} \mathrm{COCH}, \mathrm{Ar}, \mathrm{Xe}, \mathrm{CH}_{3} \mathrm{~F}$ | $60 \mathrm{~m} / \mathrm{s}$ |  |
| Laser cooling | ${\mathrm{SrOH}, \mathrm{CH}_{3} \mathrm{~F}, \mathrm{YbF}, \mathrm{YO}}$ | $100 \mu \mathrm{~K}$ |  |

The final goal after slowing molecules is to store them inside a trap so that they are nearly stationary and can be subjected to experiments requiring long interaction times with laser radiation. In order to store neutral slow molecules various static traps have been used such as quadrupole traps or anti-Helmholtz magnetic trap which again depend on the molecular properties. Storing
slow molecules in such traps not only permits studies at low temperature but, is a crucial step in order to further reduce the temperature and increase the density for experiments at even lower temperature. Application of techniques such as sympathetic and evaporative cooling can bring down the temperature from mK range to $\mu \mathrm{K}$ range inside such traps.

Table 1-3:Applications of cold molecules and the density required for such experiments [26]

| Number density | Temperature | Scientific goal |
| :--- | :--- | :--- |
| $10^{6}-10^{9}$ | $<1 \mathrm{~K}$ | Test of fundamental forces of <br> nature |
| $>10^{9}$ | $<1 \mathrm{~K}$ | Electric dipole transition |
| $>10^{10}$ | $<1 \mathrm{~K}$ | Cold controlled chemistry |
| $>10^{9}$ | 100 nK | Ultra cold chemistry |
| $>10^{13}$ |  | Quantum degeneracy with |
| molecules |  |  |
| $>10^{13}$ | 100 nK | Optical lattices of molecules |

### 1.2.1 Cold chemistry

A chemical reaction occurs between two reactants to form a new product. Classically, the kinetics can be described by the collision theory of chemical reactions. In summary, the colliding or reacting molecules undergo collisions during a chemical reaction and, only the collisions which can overcome the activation energy barrier are able to form new products. The role of temperature is described by the Arrhenius equation which predicts that the rate constant k , of a chemical reaction is given by [42]:

$$
k=A e^{\frac{-E_{a}}{R T}}
$$

where A is a pre-exponential factor, $E_{a}$ is the activation energy and T is the temperature. As can be seen from Arrhenius equation, the rate of a chemical reaction increases as the temperature increases. However, at low temperature, the wave nature of reactants starts to dominate the reaction due to the increase in $\lambda_{t h}$, giving rise to phenomenon such as quantum tunneling, in which reactants tunnel through the potential barrier instead of climbing over it. One such example of a barrier less reaction where quantum tunnelling dominates the reaction dynamics is the formation of methanol from methyl radical and hydroxyl radical [43]. But there are other reaction branches which competes with the formation of methanol. Understanding the formation of methanol at low temperature can provide us new information such that the competing processes in the formation of methyl radical can be suppressed. Non-Arrhenius type behaviour is also possible at lower temperature as the reaction pathway is different. Narvecius et al. observed this effect at a temperature of 10 mK in a reaction between metastable helium and hydrogen [44]. Another application of cold molecules lies in the field of astrochemistry. Many chemical species have been observed in outer space where the temperature is around 3 K . At this temperature the chemical reaction dynamics could be different than at room temperature. Creation of conditions which exist in outer space and study of these reactions inside laboratories can predict the abundance of these chemical species in outer space.

### 1.2.2 Precision spectroscopy

When a laser beam probes a molecular transition, the resolution of this measurement depends on the transit time in addition to other line broadening factors such as Doppler effect, laser power
and the gas pressure [9]. If a molecular beam travels at a speed v and a laser beam has a diameter d , then the transit time is defined as

$$
\tau=d / v
$$

Usually, cold gases move very slowly and have low densities. Therefore, spectroscopy of cold gases results in suppression of the line broadening due to transit-time, Doppler effect and gas pressure. The hyperfine structure of $\mathrm{ND}_{3}$ was recorded for the first time using a slowed beam of $\mathrm{ND}_{3}$ molecules by a Stark decelerator [45]. The increase in resolution of a spectroscopic measurement allows us to calculate molecular parameters more precisely which can also be compared to data from astrophysical measurements to see any changes in such molecular parameters over time.

## 2 Experimental techniques

### 2.1 Supersonic beam

The rapid expansion of gas from the tip of a high-pressure nozzle into an area of low-pressure results in the production of a supersonic beam. The diameter of the nozzle should be smaller than the mean free path of the gas particles in the high-pressure region. As the gas slows out from the orifice of the nozzle, the particles undergo multiple collisions with each other resulting in cooling of internal degrees of freedom. The flow of gases through a nozzle at a pressure $\mathrm{P}_{\mathrm{O}}$, into a region of low background pressure $\mathrm{P}_{\mathrm{B}}$ is highly complex. It consists of several regions downstream of the nozzle where the flow must adjust to boundary conditions imposed by the background pressure. The Mach disk location $\mathrm{x}_{\mathrm{M}}$ [46] is given by

$$
\begin{equation*}
x_{M}=0.67 \times d \times\left(\frac{P_{O}}{P_{B}}\right)^{\frac{1}{2}} \tag{2.1}
\end{equation*}
$$

The location of Mach disk when $\mathrm{P}_{\mathrm{O}}=3000$ Torr ( 4 bar), $\mathrm{P}_{\mathrm{B}}=1 \times 10^{-7}$ Torr with a nozzle diameter of $250 \mu \mathrm{~m}$, is around 30 metres. The expanding beam before the Mach disk location does not interact and is devoid of any collisions. In our experimental setup a skimmer is usually placed at $5-10 \mathrm{cms}$ downstream of nozzle in order to extract the non-interacting and collinear part of the molecular beam. The diameter of a skimmer is usually 1-4 mm . The skimmer also allows differential pumping such that the pressure in the downstream region of the nozzle is smaller. This reduced pressure is critical to eliminate beam attenuation by background gas collisions during deceleration experiments.

Our sample molecules are very light $\left(\mathrm{NH}_{3}, \mathrm{CH}_{4}\right)$, therefore, to reduce mean velocity of the molecular beam, these samples are mixed with heavy noble gases such as Krypton or Argon.

Another advantage in using heavy carrier gases is the low rotational temperature achieved in comparison to light carrier gases such as Helium or Neon. The rotational cooling of a molecular beam increases as the mass of the carrier gas increases [47]. The mean velocity of a gas mixture at a nozzle temperature of $\mathrm{T}_{\mathrm{o}}$, after the supersonic expansion can be calculated based on the equation below [46],

$$
\begin{equation*}
V=\sqrt{\frac{2 C_{P}}{W}\left(\frac{\gamma}{\gamma-1}\right) T_{O}} \tag{2.2a}
\end{equation*}
$$

Where $\mathrm{C}_{\mathrm{P}}$ is the molar average heat capacity given by

$$
\begin{equation*}
C_{P}=\sum X_{i}\left(\frac{\gamma}{\gamma-1}\right) R \tag{2.2b}
\end{equation*}
$$

And W is the molar average molecular weight given by

$$
\begin{equation*}
W=\sum X_{i} W_{i} \tag{2.2c}
\end{equation*}
$$

Here, $\mathrm{X}_{\mathrm{i}}$ and $\mathrm{W}_{\mathrm{i}}$ are the mole fraction and the molecular weight of the $\mathrm{i}^{\text {th }}$ component in the gas mixture. Based on the above equation, the mean velocity also depends on the temperature of the nozzle. Therefore, the nozzle temperature is reduced from room temperature using liquid nitrogen to just above the boiling point of the gas to decrease the initial velocity of the molecular beam.

An important aspect of the supersonic expansion is the velocity distribution of molecules. The velocity distribution is characterized by temperature in the longitudinal $\left(\mathrm{T}_{\|}\right)$and transverse direction ( $\mathrm{T}_{\text {perp }}$ ) of the molecular beam is related to the FWHM of the velocity distribution in respective directions,

$$
\begin{equation*}
T_{| |}=\frac{m \Delta v^{2}}{2 k_{B}} \tag{2.3}
\end{equation*}
$$

The longitudinal temperature can be easily determined by measuring the time-of-flight distribution of a molecular beam, however, the transverse temperature is more difficult to measure.

Another important parameter to consider in the supersonic expansion is the speed ratio, S . This is defined as the ratio of mean velocity and the deviation in the velocity [48].

$$
\begin{equation*}
S=\frac{v}{\Delta v} \tag{2.4a}
\end{equation*}
$$

In 1979, Brusdeylins and Meyer showed that the speed ratio can be calculated as a function of nozzle pressure with [3].

$$
\begin{equation*}
S=5.4\left(P_{o} d\right)^{0.32} \tag{2.4b}
\end{equation*}
$$

Thereby confirming that, nozzle pressure and the velocity spread in a molecular beam are directly proportional to each other. In other words, higher pressure inside the nozzle gives dense and cold molecular beams.

### 2.2 Zeeman shift of methyl radical

Methyl radical is a planar molecule in ground state with one unpaired electron belonging to $\mathrm{D}_{3 \mathrm{~h}}$ point group symmetry [49]. Due to the planar nature of methyl radical, it has zero permanent electric dipole moment. However, due to presence of one unpaired electron, just like any other free radical, it possesses a permanent magnetic moment. Hence, magnetic fields can be utilized to decelerate methyl radicals. Due to the three hydrogen atoms around the carbon atom, methyl radical has two nuclear spin isomers with $\mathrm{I}=1 / 2$ (para) and $\mathrm{I}=3 / 2$ (ortho). The rotational angular quantum number and its projection along the molecule-fixed axis are denoted by N and K respectively. Due to nuclear spin statistics, only certain quantum states with N and K are allowed. The rotational ground state is the ortho nuclear spin isomer with $\mathrm{N}=0, \mathrm{~K}=0$ and the first excited
rotational state is the para nuclear spin isomer with $\mathrm{N}=1, \mathrm{~K}=1$. Due to the spin of electron $\left(\mathrm{M}_{\mathrm{s}}=\right.$ $\pm 1 / 2$ ), the degenerate ortho or para states are split in presence of magnetic field. The Zeeman shift for methyl radical, $\Delta \mathrm{E}_{\mathrm{Z}}$ at high magnetic fields is approximated as [35]

$$
\begin{equation*}
\Delta E_{Z}=g_{e} \mu_{B} B_{O} M_{S} \tag{2.5a}
\end{equation*}
$$

Or,

$$
\begin{equation*}
\frac{\Delta E_{Z}}{c m^{-1}}= \pm 0.47 \times B_{O}(T) \text { for } M_{S}= \pm \frac{1}{2} \tag{2.5b}
\end{equation*}
$$

where $g_{e}$ is the electron g -factor, $\mu_{B}$ is the Bohr magneton, $B_{O}$ is the magnetic field. After supersonic expansion, most of the radicals are in their lowest rotational states. The Zeeman shift of methyl radical in the two lowest rotational states is provided in Figure 2-1. of methyl radical in The states which show a positive Zeeman shift are called low-field seekers (LFS) whereas the states which show a negative Zeeman shift are called high-field seekers (HFS). The upper component of Zeeman shifts of ortho and para states (dotted traces) are LFS while the lower components are HFS. The potential energy of a methyl radical depends on its position in an inhomogeneous magnetic field. Hence, the direction of force also depends on its position. The force on a methyl radical F , is expressed in terms of potential energy V , by taking its gradient as,

$$
F=-\nabla V=-\frac{\partial V}{\partial z}=-\frac{\partial V}{\partial B} \frac{\partial B}{\partial z}
$$



Figure 2-1:Zeeman shift of methyl radical in para (black) and ortho (red) nuclear spin isomers state. The dotted traces show LFS states whereas the solid trace show HFS states. The Zeeman decelerator decelerates the LFS states


Figure 2-2: Direction of force on the LFS and HFS states in a non-homogeneous magnetic field. The direction of arrow indicates attractive force.

For a LFS, $\partial \mathrm{V} / \partial \mathrm{B}$ is positive, therefore F is negative in regions where $\partial \mathrm{B} / \partial \mathrm{z}$ is positive. In other words, LFS are repelled away from high field regions. So, for a LFS molecule, as it enters a magnetic field region where the magnetic field is increasing, it will experience a deceleration force and vice-versa.

### 2.3 AC Stark shift of ammonia

Ammonia molecule exists in a pyramidal shape in its ground state. We denote the rotational state of $\mathrm{NH}_{3}$ using $\mathrm{J}, \mathrm{K}$ and M quantum numbers, where J is the total angular momentum quantum number, $K$ is the projection of $J$ on the symmetry axis of molecule and $M$ is the projection of $J$ on a fixed axis in laboratory frame. Nitrogen atom in the ground vibration state of $\mathrm{NH}_{3}$ cannot lie in the plane of hydrogen atoms due to a hump in the potential energy at this position as shown in Figure 2-3 [84]. However, due to finite barrier height, nitrogen atom can move across the plane. The movement of the nitrogen atoms from one side of the plane of hydrogen atoms to the other is called as tunnel effect as classically it is forbidden. As $\mathrm{NH}_{3}$ can exist on both sides of the plane, the motion of nitrogen atoms from one side of the hydrogen atoms plane is similar to vibrational motion but due to the hindered motion as a result of potential energy barrier, this vibrational motion is much slower than normal vibrational motions. The tunneling frequency lies in the MW region $\left(0.36 \mathrm{~cm}^{-1}\right)$ whereas the normal vibration motion lies in the infrared region $\left(950 \mathrm{~cm}^{-1}\right)$. The tunneling frequency is the result of the energy difference between the two eigen states which are solutions of the system describing the tunneling of nitrogen atoms across a barrier which is symmetric. The upper state which has more energy is anti-symmetric whereas the lower energy state is symmetric.

The interaction of polar molecules with an AC field is described by AC Stark effect. In comparison to DC Stark effect, the magnitude of AC Stark effect is much higher at same electric field intensity.

When an AC field is tuned close to the resonance frequency of a two-level system in any polar molecule, the two energy levels shift due to AC Stark effect. In case of $\mathrm{NH}_{3}$, the two-level system is the inversion doublet in the vibronic ground state of para- $\mathrm{NH}_{3}$ with a transition frequency of 23.695 GHz. In the semi-classical treatment, the AC stark shift for $\mathrm{NH}_{3}$ is given as [82]


Figure 2-3: Potential energy curve of ammonia showing a double well potential. The y axis is the potential energy and the x axis denoted the distance of nitrogen atom from the plane of hydrogen atoms. The hump in the center denotes $s=0$ when nitrogen atom is in the plane of hydrogen atoms.

$$
\begin{equation*}
U= \pm \sqrt{\left(\frac{h \delta}{2}\right)^{2}+\left(\frac{\mu E K M}{2 J(J+1)}\right)^{2}} \pm \frac{h \delta}{2} \tag{2.6}
\end{equation*}
$$

where, E is the electric field of $\mathrm{MW}, \mathrm{J}, \mathrm{K}, \mathrm{M}$ are the quantum numbers describing the state, $\mu$ is the permanent dipole moment of $\mathrm{NH}_{3}$ and $\delta=\left(v_{\mathrm{MW}}-\mathrm{v}_{0}\right)$ is the detuning of the applied MW frequency
( $v_{\text {MW }}$ ) from the inversion transition frequency $\left(v_{0}\right)$. Thus, the AC stark shift depends on the magnitude of detuning frequency, electric field and the sign of detuning. The sign of detuning can determine whether a molecule will behave like a low field seeking (LFS) or high field seeking (HFS). This is illustrated in Figure 2-4 which shows that by changing the sign of detuning, AC stark shift also reverses in sign. Thus, any molecule can be trapped inside a cavity using MW radiations by selecting the appropriate detuning frequency. In addition to changing the sign of AC stark shift, smaller detuning frequency gives larger AC stark shift. Zero detuning should be voided as it causes undesired transitions between the two levels.


Figure 2-4: AC stark shift for $\mathrm{NH}_{3}$ in the lower level of the inversion doublet at different detuning frequency as a function of electric field.

A multiphoton transition is an important issue for the MW trap. In the case of $\mathrm{NH}_{3}$, the lowest excitation except the inversion transition is $\mathrm{J}=1 \rightarrow 2$ rotational transition. This transition energy is $4 \mathrm{~B}=1.2 \mathrm{THz}$. This transition corresponds to $4 \mathrm{~B} / \mathrm{v}_{0} \approx 50$ photon process and is negligible.

### 2.4 Detection method

In this thesis, three molecules have been used as the samples in respective experiments. In general, the molecules are ionized using a laser radiation which can be resonant or non-resonant to the energy levels of the molecule. For $\mathrm{NH}_{3}$ and methyl radical, $2+1$ REMPI scheme whereas for acetone molecules, non resonant multi-photon ionization was used.

The detection scheme used in all the experiments in this thesis is based on the principle of time of flight mass spectrometry [50]. A laser is used to ionize the sample molecule inside a vacuum chamber. The laser ionizes the sample molecule in between two metallic plates which have holes in the center for the transmission of ions towards a detector. We use a Micro channel plate detector which can be used to detect positive or negative charged particles, X-rays, UV rays and gamma rays. In our case, the positive ions are directed towards the MCP using the metallic plates where the arriving charged particles generates secondary electrons. These secondary electrons are generated inside small glass capillaries which have a diameter of 4-25 um forming the front surface of the MCP. The signal arising due to these secondary electrons is what we observe on an oscilloscope.

A basic TOF mass spectrometer consists of a repeller plate, extractor plate and the detector. As shown in Figure 2-5, the repeller plate is supplied a DC voltage which is higher than that of extractor plate. In the Figure $2-5$, the repeller plate is supplied a voltage of +1200 V and the extractor plate is supplied a voltage of 600 V . Additional plates can be stacked with these two
plates in order to increase the efficiency of ion detection. When a laser ionizes a neutral molecule from a molecular beam traveling across the plates, the positively charged particle with a charge $+q$ experiences an electric field E due to the potential difference between the two plates. The force, F on the charged particle in this region is given by,


Figure 2-5: Basic principle of time of flight mass spectrometry

$$
F=q E
$$

The acceleration, $a$ of this particle of mass $m$ is given by

$$
a=\frac{q E}{m}
$$

Once the particle exits the extractor plate, it travels towards detector in a field free region. Since the acceleration is inversely proportional to the mass of a particle, heavier particles arrive later at the MCP detector. In this way, the ionized particles are resolved based on their mass. If we know the time of arrival, $t_{1}$ of a particle whose mass is $m_{1}$, then the arrival time $t_{2}$ of a known mass $m_{2}$ can be easily calculated as both particles have same kinetic energy after the extractor plate.

$$
\begin{gather*}
\frac{1}{2} m 1 \times v_{1}^{2}=\frac{1}{2} m 2 \times v_{2}^{2} \\
v 1=\frac{d}{t_{1}} \\
v_{2}=\frac{d}{t_{2}} \\
t_{2}=\sqrt{\frac{m_{2}}{m_{1}}} t_{1} \tag{2.7}
\end{gather*}
$$

### 2.4.1 Methyl radical

The electronic configuration of a methyl radical in its electronic ground state is [51]
$\left(1 \mathrm{a}_{1}\right)^{2}\left(2 \mathrm{a}_{1}\right)^{2}\left(2 \mathrm{e}^{\prime}\right)^{4}\left(2 \mathrm{a}_{2}{ }^{\prime \prime}\right)^{1}, \mathrm{X}_{2} \mathrm{~A}_{2}{ }^{\prime \prime}$

Figure 2-6 shows the various Rydberg states in a methyl radical [6]. In our experiment, the methyl radical is detected via a $2+1$ REMPI scheme. Two photons are absorbed by a methyl radical and the $2 \mathrm{pa}_{2}$ " electron is promoted to $4 \mathrm{p} \mathrm{A}_{2}$ " state, after which one more photon is used to ionize it.

The two photon selection rules for this transition allows for $\Delta \mathrm{K}=0, \Delta \mathrm{~N}=0, \pm 1, \pm 2$ rotational branches. Additional transition rules due to rovibronic symmetry requirement [10] forbids $\Delta \mathrm{K}=0$, $\Delta \mathrm{N}= \pm 1$ transition for $\mathrm{K}=0$ levels.

The wavelength used to excite methyl radical upon absorption of two photons is 286.3 nm . This wavelength light is generated by using a dye laser which is pumped by a 10 Hz Nd : YAG laser at 532 nm . The dye used for this purpose inside the dye laser is Rhodamine 6G which is mixed with methanol. Typically, 5-6 mJ/pulse is used in the experiments although the maximum output from the dye laser is around $15 \mathrm{~mJ} /$ pulse.

### 2.4.2 Ammonia

Ammonia is also detected by $2+1$ REMPI process. An ammonia molecule is excited to $\mathrm{C}(0)$ excited electronic state by absorption of two photons at $63866 \mathrm{~cm}-1$ [52]. This light is also generated using a dye laser which is pumped by a 10 Hz Nd : YAG laser at 532 nm . The dye used in this case is DCM which is mixed with Methanol. The ammonia molecule is excited from the lower level of the inversion doublet to the excited electronic state C with a vibration quantum number $=0$. The selection rules for this transition are:

$$
\Delta \mathrm{J}=\Delta \mathrm{K}=0 \text { or } \Delta \mathrm{J}=2, \Delta \mathrm{~K}=0
$$

We also used other Rydberg states such as B (5) at $64000 \mathrm{~cm}-1$ and C (1) at $64710 \mathrm{~cm}-1$ which probes the upper level of the inversion doublet. But the $\mathrm{C}(0)$ state was used for detection in measurement of AC stark shift measurements. This was due to stronger signal achieved while using the $\mathrm{C}(0)$ transition. The $\mathrm{B}(5)$ transition was at least 10 times weaker than the $\mathrm{C}(0)$ transition. In addition to detection of $\mathrm{NH}_{3}$ using $2+1$ REMPI, a LIF detection scheme was also attempted. In the same chamber, a PMT tube for LIF detection and a MCP detector for $2+1$ REMPI detection were installed. We could not see any LIF signal from the ammonia molecular beam whereas at the time, we saw ionized ammonia molecules hitting the MCP detector. No literature reports were found reporting the LIF detection of ammonia on a molecular beam however, LIF detection was reported for a glass cell filled with NH3 at an excitation wavelength of 304 nm and an emission wavelength of 565 nm [53]. LIF was needed for detection of $\mathrm{NH}_{3}$ molecules inside the Fabry Perot cavity but after installing ion-optics for Fabry Perot cavity, the LIF detection scheme was no longer needed.

### 2.4.3 Acetone

Work done by T. Gierczak et al [54] where they measured the absorption cross section of acetone in a wavelength range of $215-349 \mathrm{~nm}$ shows that absorption cross section of acetone peaks around 274 nm with a value of $4.94 \times 10^{-20} \mathrm{~cm}^{2}$. In our counter rotating nozzle experiment, the acetone molecules are ionized using multi-photon ionization at 266 nm at which the absorption cross section is $4.49 \times 10^{-20} \mathrm{~cm}^{2}$. The light is generated from the fourth harmonic generation of a Nd : YAG laser. The acetone molecule is fragmented into $\mathrm{CH}_{3} \mathrm{CO}$ and $\mathrm{CH}_{3}$ fragments following absorption at 266 nm at a laser energy of $5 \mathrm{~mJ} /$ pulse.


Figure 2-6:Rydberg energy levels for NH3 using two photon absorption


Figure 2-7: Molecular orbital levels of methyl radical. The solid lines indicate one photon allowed transitions from the 2p2 A2" ground state. Dashed lines indicate energy states accessible by multiphoton transitions. Red lines indicate two photon transition. We use the 4 p Rydberg state.

## 3 Optimization of methyl radical generation

### 3.1 Introduction

Many techniques have been developed to produce $\mathrm{CH}_{3}$ molecular beams, including pyrolysis [55, 56, 57], photo dissociation [58, 59] and discharge sources [60, 61]. However, only the pulsed discharge sources have been shown to yield cold molecular beams with rotational temperatures of around $25 \mathrm{~K}[60,61]$. Ishiguro et al. used a supersonic jet expansion combined with a discharge modulation technique [61], and Davis and co-workers have developed a shaped plate discharge source (slit discharge) to produce cold radical beams [60, 62].

In this chapter, we present the comparison of a plate discharge and a dielectric barrier discharge (DBD) source in combination with a home-built pulsed valve for the generation of rotationally cold $\mathrm{CH}_{3}$ radical beams. Both discharge techniques are widely used in industrial applications [63] and they have already been used to produce molecular radicals and electronically excited atoms and molecules in supersonic jets [64-68]. The two methods differ in terms of the underlying discharge mechanism and in terms of their technical complexity.

The realization of a DBD is technically more demanding compared to the set-up of a plate discharge. A simple and robust two-plate electrode scheme can be used to ignite a DC discharge at relatively low voltages and at intermediate current strengths in the glow regime [69]. In this regime, the nozzle does not suffer from sputtering, and high electron excitation energies, which would lead to a heating of the gas pulse, are avoided. For the operation of a DBD, several AC high voltage pulses are applied to the electrodes, which are shielded from their surroundings using a dielectric material. This mode of operation ensures that the discharge current is kept at very low values [63, 66]. A DBD source has been shown to generate very cold and intense supersonic beams
[66, 67]. Since the discharge is initiated in filaments, which are uniformly spread over a large surface, the formation of highly energetic species through arcing is prevented. It was therefore of interest to investigate whether a DBD can also be used as an efficient $\mathrm{CH}_{3}$ radical source.

The optimization of methyl radical generation was done with a different experimental setup such that there was no decelerator involved. Doing so with the Zeeman decelerator was difficult as the flight distance of the molecular beam was around 1 metre. At such a large distance, the molecular beam density at the detection point resulted in poor signal to noise ratio, which made it difficult for comparison at different condition.

### 3.2 Experimental setup

The experimental setup consisted of a CRUCS nozzle, a skimmer with a diameter of 2 mm , ionoptics and a microchannel plate for detection of positively charged ions. The source chamber housed the nozzle and skimmer whereas the detection chamber housed ion-optics and MCP detector.

Molecular beams of $\mathrm{CH}_{3}$ radicals are formed by a supersonic expansion of the $\mathrm{CH}_{4}$ gas mixture followed by bond cleavage initiated by one of the two discharge sources described below. Both sources are directly attached to the front plate of the valve (see Fig. 3-1).

The plate discharge source, which is schematically shown in Fig. 3-1, is based on the design described by Lewandowski et al. [64]. It consists of one insulated, stainless steel electrode plate of the same outer diameter as the valve with a hole of 3 mm diameter and a thickness of 0.7 mm mounted to the valve head. The electrode is set to high negative voltage, and the valve head serves as the ground electrode. The electrode is insulated against the valve using a polytetrauoroethylene (PTFE) spacer (outer diameter as the valve, 7 mm hole diameter and 2.5 mm thickness).

In our case, the supersonic expansion creates conditions of a steady charge flow that prevents the discharge from arcing [60, 70], and thus also avoids an unwanted heating of the supersonic beam. Such heating would be caused by the high current flow along very distinct and spatially small paths. We did not observe an increase of the beam temperature when the duration of the discharge pulse was increased. For this reason, we have applied DC voltages to the electrode during the experiments described here. Due to the voltage applied to the electrode, the direction of the gas flow is directed against the drag of the electrons.

In contrast to schemes in which the electrode voltages are pulsed on and off for very short time periods [64], we found that the discharge process can be driven in the glow regime, i.e., without arcing, at relatively low DC voltages of around -1 kV . To ensure that the discharge is operated in the glow regime, we monitor the applied voltage using a voltage probe. In the case of arcing, a strong and rapid decrease of the voltage is observed (Fig. 3-2). In contrast to that, a glow discharge is characterized by a much smaller and less abrupt voltage drop. In our setup, the use of an additional glow filament for the generation of seed electrons for the discharge, as reported in Refs. [64] and [71], was not required for the stable operation of the discharge unit. To optimize the plate discharge source, the amplitude of the electrode voltage was varied between -0.6 kV and -1.6 kV . For comparison with the plate discharge source, we used a dielectric barrier discharge head (DBD) [72] in combination with a CRUCS valve of the same dimensions as detailed for the plate discharge setup above. Apart from the pulsed valve assembly, the experimental setup is identical to the plate discharge setup. The alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ nozzle for the DBD source $(250 \mu \mathrm{~m}$ orifice diameter) has a 40-degree opening angle and a parabolic shape. The ring electrode inside the DBD head is driven by a ferrite-core step-up transformer built in-house which is optimized for the generation of peak-to-peak AC voltages up to 5 kV at a frequency of 1 MHz . The transformer is externally triggered
by two externally programmed pulse trains from a commercial digital delay generator. In the experiments, a fixed number of $0.5 \mu$ s long TTL pulses with a gap of $0.5 \mu$ s is used which results in a time period of $1 \mu$ s for each channel. The TTL pulse trains of each channel are offset by 0.5 $\mu s$ with respect to each other. The external generation of the DBD pulse sequence allows for the optimization of the time delay between the AC voltage pulse for the DBD source and the pulsed valve, and it is used to adjust the duration of the AC voltage pulse. The operation of the discharge source is monitored by using a fast photodiode (Thorlabs, APD38-A) mounted to a window in the source chamber. For the experimental characterization of the DBD source, both the peak-to-peak voltage, $\mathrm{U}_{\mathrm{DBD}}$, and the number of AC voltage periods contained in a pulse train, $\mathrm{N}_{\mathrm{P}}$, were adjusted. The discussion below is limited to $U_{\text {DBD }}=3.0 \mathrm{kV}$ and 4.4 kV and to $\mathrm{N}_{\mathrm{P}}=8$ and 120 for the following reasons: $\mathrm{CH}_{3}$ radical signal is only observed at $\mathrm{U}_{\mathrm{DBD}} \geq 3.0 \mathrm{kV}$ and $\mathrm{N}_{P} \geq 8$, and arcing starts to occur at $U_{\text {DBD }}>4.4 \mathrm{kV}$ which in turn leads to large fluctuations of the signal intensity. For $\mathrm{N}_{\mathrm{P}}>120$, no further increase of the $\mathrm{CH}_{3}$ signal intensity was observed. In addition to that, for $\mathrm{N}_{\mathrm{P}}$, the delay of the pulse train with respect to the falling edge of the valve trigger was optimized to the maximum of the gas pulse. For $N_{P} \geq 120$, the DBD pulse train covered the full duration of the gas pulse.

To detect $\mathrm{CH}_{3}$ radicals, [2+1]-resonance-enhanced multiphoton ionization (REMPI) of the molecule via the 4 p Rydberg state is used in combination with mass-selected ion detection in a Wiley-McLaren-type ion-time-of-flight spectrometer. For this, laser light at 573 nm at a 10 Hz repetition rate is generated by a Nd: YAG-laser-pumped, pulsed dye laser (Sirah, Precision Scan) and subsequently frequency-doubled in a BBO crystal ( 9 mJ pulse energy, 8 ns pulse duration) to yield the desired laser radiation at 286.3 nm . The laser beam is focused into the interaction volume using a lens ( 350 mm focal length). The methyl ions produced are accelerated onto an MCP


Figure 3-1: Experimental setup of the test chamber used to optimize the generation of methyl radicals. The source chamber consists of a CRUCS nozzle, a discharge plate or DBD head, a skimmer with a diameter of 2 mm . The detection chamber houses the repeller and extractor plates which together with a MCP plate are used to detect laser ionized methyl radicals
detector perpendicular to the molecular beam axis by applying DC voltages of $\mathrm{U} 1=1200 \mathrm{~V}$ and $\mathrm{U} 2=600 \mathrm{~V}$ to the extraction plates, respectively. The use of DC extraction voltages prevents the detection of ions produced during the discharge process.


Figure 3-2: Current profiles of the plasma generated in the gas produced after the supersonic expansion from the CRUCS nozzle. The discharge pulse is turned on at the same time as the nozzle with a duration of 160 us. The peaks at the beginning and the end are due to switching noise of the HV switch.

### 3.3 Results and discussion

$\mathrm{CH}_{3}$ beam TOF traces for both discharge methods are shown in Fig. 3-3. For clarity, only a selection of traces is given. As can be seen from Fig. 3-3, similar $\mathrm{CH}_{3}$ radical intensities can be observed for both discharge sources under certain experimental settings. For the plate discharge, we have found that radical production sets in at $U_{P D}>-0.6 \mathrm{kV}$, and a maximum in signal intensity is measured at around -1.1 kV . Above this voltage, a decrease in signal intensity and a significant broadening of the TOF spectrum - which is indicative of a significant heating of the beam by the discharge - is observed. As the voltage is increased, the maximum of the TOF profile is shifted to shorter times, i.e. the beam velocity is increased. The plasma generated during th discharge pulse near the nozzle consists of negatively charged particles which are

### 3.3.1 Time of flight profiles



Figure 3-3: $\mathrm{CH}_{3}$ beam TOF traces at a two-photon wavenumber $v=69852.8 \mathrm{~cm}^{-1}$ for the plate discharge source (solid) and the DBD source (dotted trace) measured using the most optimum discharge conditions using $\mathrm{CH}_{4}$ as a radical precursor.
attracted towards the skimmer. The voltage applied on the plate is negative, therefore the electric field points towards the skimmer.The voltage applied on the plate is negative, therefore the electric field points towards the skimmer in the region between the skimmer and discharge plate. Therefore a negatively charged plasma is accelerated more towards the skimmer as the dishcharge plate voltage increases.

For the DBD source, the $\mathrm{CH}_{3}$ signal intensity is increased as the applied voltage U $\mathrm{U}_{\text {DBD }}$ is raised. The highest $\mathrm{CH}_{3}$ radical yield is thus observed at the highest voltage UDBD that can be applied without causing arcing, and for long pulse trains. At lower values of $U_{\text {DBD }}$, a shift of the mean velocity to slightly higher values is observed. This can be due to an asymmetric density profile of the gas pulse, i.e. due to a higher intensity of the molecular beam at earlier times.

Table 3-1: Summary of beam parameters at different discharge voltage for plate discharge.

| Discharge voltage (V) | $\mathbf{- 0 . 6 5}$ | $\mathbf{- 1 . 1}$ | $\mathbf{- 1 . 6}$ |
| :--- | ---: | ---: | ---: |
| Mean beam velocity(m/s) | 510 | 540 | 560 |
| FWHM(\%) | 17 | 24 | 35 |
| Relative beam intensity (a.u.) | 0.6 | 1 | 0.55 |

Table 3-2: Summary of beam parameters at different discharge voltage for DBD.

| Discharge voltage (V) | $\mathbf{- 3 . 3}$ | $\mathbf{- 4 . 4}$ |
| :--- | ---: | ---: |
| Mean beam velocity(m/s) | 555 | 550 |
| FWHM(\%) | 30 | 28 |
| Relative beam intensity (a.u.) | 0.33 | 0.87 |

### 3.3.2 Rotationally resolved spectra

Figure 3-4 shows the rotationally resolved frequency spectra( REMPI) using the plate discharge at different discharge voltage. The REMPI spectra was obtained setting the laser delay time from nozzle when the ion yield is maximum and the laser frequency is varied. The spectroscopic assignements are labelled as $\mathrm{Q}, \mathrm{R}$ and S which corresponds to $\Delta \mathrm{N}=\mathrm{N}^{\prime}-\mathrm{N}^{\prime \prime}=0,1$ and 2 respectively. Here, N' and N" denotes the rotational angular momentum quantum number for the excited and ground electronic state respectively. As can be seen from the relative intensities for S 0 or R2 transitions, there is not a significant change for these transitions which implies that the rotational cooling is not affected as much as the translational coling as a function of discharge voltage. Figure 3-5 shows the REMPI spectra for plate discharge and the DBD source. The rotational temperature from the two discharge sources were comparable as was the case for the intensity of the beam. Judging from the energy-level structure of the molecule, we can deduce a rotational temperature of $<15 \mathrm{~K}$. This means that the heating of the supersonic beam at high discharge voltages only


Figure 3-4: Rotationally resolved frequency spectra of methyl radical molecular beam at different discharge voltage


Figure 3-5: Rotationally resolved REMPI spectra of $\mathrm{CH}_{3}$ obtained using the plate discharge source and the DBD source. For the plate discharge source, $U_{P D}=-1.1 \mathrm{kV}$ was used. For the DBD source, a voltage of UDBD $=4: 4 \mathrm{kV}$ was applied and a pulse train with $N_{P}=120$ was used. All traces are normalized to the maximum signal intensity at $v=69852.8 \mathrm{~cm}^{-1}$ (Q branch). The dip in the plate discharge spectrum at $\sim v=69855 \mathrm{~cm}^{-1}$ is an experimental artifact caused by instabilities in the laser system.
affects the translational motion and thus the longitudinal beam temperature of the molecules in the supersonic beam. This finding is of interest for applications in spectroscopy and supersonic beam deceleration experiments, where not only the velocity distribution of the beam is important but also the population of internal states plays a crucial role.

### 3.4 Conclusion

We have found that both a plate discharge and a DBD source can yield cold supersonic beams of methyl radicals of similar intensity. The relative velocity obtained from the TOF profiles indicates that both discharge sources lead to an increase of the longitudinal beam temperature, and this effect is highest at high electrode voltages. In contrast to that, the rotational cooling of the beam into the lowest-lying rotational state of each nuclear-spin isomer, induced by inelastic collisions during the supersonic expansion, is not affected by the discharge process. However, in terms of technical complexity, a plate discharge source is much easier to set-up compared to a DBD source. In particular, a plate discharge source does not require special ceramic and magnetic discs, and additional electronics equipment is not necessary for the generation of a pulse train.

## 4 Magnetic trapping of Methyl radicals and collisions with helium and argon atoms

### 4.1 Introduction

Recent developments in molecular deceleration [73] now make it possible to control the translational motion of molecules and create extremely slow molecular beams. Among various molecules, free radicals having unpaired electron(s) are of interest in relation to cold scattering because of their high reactivity towards other molecules and substances. Since molecules with unpaired electron(s) always have a nonzero magnetic moment, it is natural to use magnetic fields for the deceleration, i.e., Zeeman deceleration [74-79], and as well as for trapping of these reactive species. So far, only two diatomic molecules, $\mathrm{He}_{2}[79,80]$ and $\mathrm{O}_{2}[81,82]$ have been successfully decelerated by Zeeman deceleration, except for our preliminary work on methyl radicals $\left(\mathrm{CH}_{3}\right)$ [83]. The magnetic trappings of CaH [84], CaF [85], $\mathrm{NH}[86,87$ ] and OH [88] were reported following buffer gas cooling, and optical loading as well as Stark deceleration. The trapped molecules were applied to high-resolution spectroscopy [89], cold collision experiments [90] as well as evaporative cooling [91]. However, all the molecular candidates that have been magnetically decelerated and trapped have been limited to diatomic species. In this chapter, we describe the magnetic trapping of $\mathrm{CH}_{3}$, the simplest organic polyatomic radical, in the ground rotational state for the first time for longer than a second, after slowing down its velocity by wellcontrolled pulsed magnetic fields. Creating cold ensembles of the methyl radical is of particular importance. $\mathrm{CH}_{3}$ is an ideal system for long trapping experiments, because $\mathrm{CH}_{3}$ does not possess an electric dipole moment [92], and therefore there is no trap loss for $\mathrm{CH}_{3}$ due to rotational excitation by blackbody radiation [93]. Furthermore, it has been predicted that sympathetic cooling
of $\mathrm{CH}_{3}$ with ultra cold $(<100 \mu \mathrm{~K})$ alkaline-earth metals may be possible, thereby enabling the further cooling of CH3 into the ultra cold regime ( $<1 \mathrm{mK}$ ) [95]. Achieving long trapping times and lower temperatures, by sympathetic cooling, are both imperative for the realization of molecular BEC. Another key feature of $\mathrm{CH}_{3}$ is that it exists as two spin isomers, para ( $\mathrm{I}^{1} 1 / 41=2$ ) and ortho ( $11 / 43=2$ ) species, which is an ideal system to solve the outstanding problem of understanding the rate and mechanism of nuclear spin conversion between spin isomers [94] as well as the separation of different nuclear spin states of molecules [96,97].

### 4.2 Experimental setup

Our experimental setup can be categorized into three major parts namely the source, deceleration and detection chamber. An additional test chamber was used in order to optimize the generation of methyl radicals. This chamber was separate from the chamber consisting of Zeeman decelerator and is described after description of the main experimental setup which was used for trapping of methyl radicals.

### 4.2.1 Source chamber

It consists of a CRUCS valve, a discharge plate and a skimmer. The CRUCS valve is a pulsed valve which can run as fast as 10 Hz and with an opening time as short as $30 \mu \mathrm{~s}$. It is cooled using liquid nitrogen while a 50 W heater is used to maintain the temperature of the nozzle at a specific value which depends on the pressure of the gas. For methyl radical experiments, typically we use a pressure of around 5-6 bar of methane gas mixed in Krypton which corresponds to a boiling point of 145 K for methane gas. The valve has an orifice diameter of $250 \mu \mathrm{~m}$ and is sealed by a plastic
poppet which is mounted on a spring. The nozzle activation is achieved using a solenoid located inside the nozzle assembly.


Figure 4-1: The CRUCS nozzle. The nozzle orifice has a diameter of 250 um and is sealed by a plastic poppet. The whole valve body is cooled using liquid nitrogen to reduce the initial beam velocity. The gas line contains the mixture of methane and krypton gas at a pressure of 5 bar.

When current flows through the solenoid and the poppet spring, the magnetic field generated due to solenoid pulls the spring back. As the spring moves back, it allows the gas to come out from the orifice. In our experiments, we use a pressure of around 5 bars in the nozzle. At this pressure, there are no concerns for any leaks in the nozzle. Whenever a leak occurs in the nozzle, it is mostly due to damage to the gasket which is placed between the nozzle orifice and the poppet. This can be easily fixed by replacing the damaged gasket with a new gasket. The skimmer has a diameter of 2 mm . The chamber is pumped by a turbo molecular pump to reduce the pressure below $1 \times 10^{-8}$ Torr. The discharge plate has a hole in the center with a diameter of 3 mm and a thickness of 0.7 mm . This plate is attached to the nozzle head with a polytetrafluoroethylene (PTFE) spacer for insulation.

### 4.2.2 Deceleration chamber

The deceleration chamber consists of an array of 85 solenoid coils in order to decelerate methyl radical before they enter the permanent magnet trap located at the end of the $85^{\text {th }}$ coil. The 85 coils are supplied current from driver boards. Each driving board runs 5 coils and, every coil is wired individually to its driving board. To connect each coil which is inside the chamber and its driving board which is outside the chamber, six vacuum feedthroughs are used which can withstand a current of 600 A when the coils are activated. The inner core of each solenoid coil is


Figure 4-2: Picture of Zeeman decelerator chamber looking from the detection chamber side. The 85 coils are arranged linearly on a cooled copper plate using a closed cycle refrigerator. The current carrying wire for each coil is connected to the driver boards which are outside the chamber through a vacuum feedthrough. A total of six feedthroughs are used for 85 coils.
made up of permendur material which is a cobalt-iron alloy. Permendur has a higher shielding effect in comparison to cast iron which is why the outer core is also made up of permendur. The coil has a hole in the center with a diameter of 4 mm for the transmission of molecules. A kapton
coated copper wire is used as the current carrying conductor around the inner core. The total number of turns around the inner core is 30 laid out on 6 layers of 5 turns each. The diameter of inner and outer core is 10.3 mm and 17.8 mm respectively. At a current of 600 Amperes, a magnetic field of 4.27 Tesla is produced at the center. The rise time for the current inside the coil to reach its maximum value is around 70 us. Therefore, each coil is turned on 80 us before the molecules arrive at the entrance of coil. The fall time for the current in the coil from it maximum value to zero current is around 7.5 us. All the coils including the coils used in the permanent magnet trap are cooled by a close-cycle refrigerator to remove the heat generated when a current of 600 Amperes is running through the coils. The cooling also reduces the resistance of copper wires which increases the current flow through the coils at a given voltage. In order to monitor the temperature inside the decelerator, there are four temperature sensors located on coil numbered 8 , 38, 76 and the cold head of the refrigerator. During the normal operation of decelerator which around 0.4 Hz , coil 8, coil 38 , coil 76 and the cold head hovers at a temperature of $90 \mathrm{~K}, 95 \mathrm{~K}, 110$ K and 67 K respectively. The decelerator can be maintained to a specific temperature by using two 50 W heaters installed on the copper base. This avoids the contraction and expansion of decelerator during times when we do not run experiments. The total length of decelerator is around 1 metre. Alignment screws are installed at both ends of decelerator which can be used to align the decelerator to the skimmer. The decelerator is aligned to the skimmer followed by alignment of nozzle to skimmer. The nozzle can be moved from outside the chamber however the decelerator alignment can only be done if the chamber is open. A telescope is used for aligning the decelerator, skimmer and the nozzle. This serves as a good starting position which can be further optimized by moving the nozzle with respect to skimmer by measuring the transmission of a molecular beam of oxygen gas. For this process, no deceleration is needed as a pure oxygen molecular beam is fast
and gives a strong signal which can be obtained easily. Since the alignment of nozzle, skimmer and decelerator is independent of molecule used, we used oxygen gas. Another reason to use oxygen over any other molecule is because oxygen can be ionized at a similar wavelength as methyl radical. This avoids change of dye in the pulsed dye laser.

### 4.2.3 Detection chamber

In order to trap the decelerated radicals, an anti-Helmholtz-type magnetic trap made of two ringshaped NdFeB permanent magnets was placed at the end of the decelerator. Each magnet has an outer diameter of 19 mm and an inner diameter of 6.35 mm . Its magnetic field distribution is shown in Fig. 4-3. This trap provides a maximum magnetic field of 0.75 T (longitudinal) and 0.45 T (transverse), which corresponds to a 500 mK (longitudinal) and 300 mK (transverse) trap depth for $\mathrm{CH}_{3}$. In addition, solenoid coils were placed inside the magnets and used as the last stages of the decelerator. There are 24 turns of Kapton coated copper wires with 2 layers of 12 turns each inside each of the magnet. These magnets are also used as a part of ion optics in order to accelerate the ions towards MCP. The front magnet is supplied a voltage of +1600 V and the rear magnet is kept at +200 V .


Figure 4-3: Permanent magnet trap. The trap is arranged in an anti-Helmholtz type configuration. The magnetic field is zero in the center. Each magnet has a solenoid coil inside it with a total of 24 turns arranged in 2 layers of 12 turns. The distance between the maxima of magnetic field on either side of trap center is 8 mm .

### 4.3 Theory

### 4.3.1 Deceleration

A Zeeman decelerator is made up of solenoid coils. Inside each solenoid coil, the magnetic field distribution in the longitudinal direction which is along the molecular beam axis is shown below in Figure 4-4. Each end on $x$ axis marks the entrance and exit of a coil. The methyl radical enters the coil starting from $\mathrm{z}=0$ position with the center of coil at 6 mm . At the center of the coil, the magnetic field is maximum. So, the differential $\partial \mathrm{B} / \partial \mathrm{z}$ is zero at the center. Phase angle is commonly used term in deceleration experiments and is denoted by $\emptyset$.

$$
\emptyset=\frac{z}{L} \times 180^{\circ}
$$



Figure 4-4: : Magnetic field and phase angle inside a coil. 6 mm is the center of the coil at which the phase angle is 90 degrees and the magnetic field is maximum. The red trace shows the derivate of magnetic field with respect to position. The molecule travels from left to right.

So, at $\mathrm{z}=0,6,12$ the phase angles are $0,90,180$ degrees respectively. The potential energy of LFS methyl radicals increases whereas the kinetic energy decreases and becomes maximum at $\emptyset$. Once they cross $\emptyset=90$, the potential energy starts to decrease again and the kinetic energy increases. In Figure 4-5, the current flowing through a solenoid coil is shown as a function of time. In order to decelerate methyl radicals, the current producing the magnetic field must be switched off before the radicals can cross $\emptyset=90$, otherwise the radicals will start to accelerate. This is achieved by using insulated gate bipolar transistors (IGBT). The current reaches its peak value is around 70 us and the time taken for the current to drop to zero from its peak value is around 3.5 us . This fast switching is the key to decelerate paramagnetic molecules inside a Zeeman decelerator. The amount of kinetic energy removed from methyl radical will be maximum if the phase angle is 90 degrees. However, due to finite phase space acceptance of a coil, the number of decelerated molecules decreases with increase in phase angle. In general, a synchronous molecule is chosen


Figure 4-5: Current profile of a solenoid coil used in the Zeeman decelerator. The pulse duration is 125 us when the coil is turned off.
with a specific velocity and the phase angle is determined by the final decelerated velocity of this molecule. In order to choose the velocity of synchronous molecule, a free time of flight is measured by turning the decelerator off. The peak velocity and FWHM of the velocity distribution are used as an input for the simulation. Depending on the final decelerated velocity required, different combination of the phase angle and the velocity of synchronous molecule are used as an input for the simulation which outputs different number of decelerated molecules. The synchronous velocity and the phase angle which outputs the maximum number of decelerated molecules is used in the experiment.

Figure 4-6 shows the schematic of methyl radical deceleration with a Zeeman decelerator. As the radical enters coil 1 , the current is activated around 80 us before it reaches the entrance such that the magnetic field produced for deceleration is at its maximum. This also provides a nonzero


Figure 4-6: Deceleration scheme of methyl radical depicted using three coils. The first coil is turned on while the other two coils are off. After climbing up the potential hill (blue), first coil is turned off such that the methyl radical travels in field free region until it reaches the entrance of second coil where the process is repeated again.
magnetic field such that there is no loss of radicals due to field free region during deceleration. Depending on the phase angle chosen, the switch off time of a coil is determined based on its position inside the coil. After turning coil 1 off, the radical travels towards coil 2 where similar process is repeated. As a result, the radicals get slower at each successive coil. As a result, he duration of current pulses increases at later stages of deceleration as the radicals take more time to traverse the same distance in the coil. For example, in order to reduce the velocity of methyl radical from $320 \mathrm{~m} / \mathrm{s}$ to $60 \mathrm{~m} / \mathrm{s}$, coil 1 and coil 85 runs for a duration of $120 \mu \mathrm{~s}$ and $180 \mu \mathrm{~s}$ respectively.

### 4.3.2 Trapping

To trap $\mathrm{CH}_{3}$ radicals, the decelerated packet is slowed further down using the first solenoid coil housed inside the first permanent Ni -coated NdFeB magnet used for the trap. Figure $4-7$ shows the phase space plot of the decelerated packet in which the synchronous molecule is travelling with a speed of $60 \mathrm{~m} / \mathrm{s}$. This decelerated packet is loaded into the trap using the sequence described below. The current inside the first solenoid coil is switched on when the position of the synchronous molecule is 15 mm away from the trap center. This is done in order to further slow down the radical from $60 \mathrm{~m} / \mathrm{s}$ to $38 \mathrm{~m} / \mathrm{s}$.

Figure 4-9 A shows the magnetic field distribution in the trap region when the current in the front coil is on and the rear coil is off. The x -axis is the direction along the longitudinal direction which is along the beam axis. Zero position on the x axis is the center of the trap and the magnetic field is zero if both the solenoid coils are off. The front trapping coil is switched off when the synchronous molecule is at 6 mm from the trap center ( -6 mm on x axis). At this time, the rear coil is turned on and the magnetic field distribution in the trap region can be seen in Figure 4-9 B. The
rear coil completely stops the molecule after which both the solenoid coils are turned off (Figure 4-9 C). After this step, the radicals with velocity greater than $18 \mathrm{~m} / \mathrm{s}$ escape the trap whereas the rest of radicals are confined inside the trap due to the magnetic field of permanent magnets. The magnetic field strength of the permanent magnets is 0.75 T (longitudinal) and 0.45 T (transverse) which corresponds to 500 mK and 300 mK trap depths for $\mathrm{CH}_{3}$ radical respectively. This is shown in Figure 4-8. In terms of velocity of the radical, 500 mK and 300 mK corresponds to $23 \mathrm{~m} / \mathrm{s}$ and $18 \mathrm{~m} / \mathrm{s}$.


Figure 4-7: Phase space plot of the decelerated packet before entering the trap region. The synchronous molecule speed is slowed down from $320 \mathrm{~m} / \mathrm{s}$ to $60 \mathrm{~m} / \mathrm{s}$. The y axis denotes the position along the molecular beam axis and the trap center is located at 1.177 m .
is turned on and the magnetic field distribution in the trap region can be seen in Figure 4-9 B. The rear coil completely stops the molecule after which both the solenoid coils are turned off (Figure 4-9 C). After this step, the radicals with velocity greater than $18 \mathrm{~m} / \mathrm{s}$ escape the trap whereas the
rest of radicals are confined inside the trap due to the magnetic field of permanent magnets. The magnetic field strength of the permanent magnets is 0.75 T (longitudinal) and 0.45 T (transverse) which corresponds to 500 mK and 300 mK trap depths for $\mathrm{CH}_{3}$ radical respectively. This is shown in Figure 4-8. In terms of velocity of the radical, 500 mK and 300 mK corresponds to $23 \mathrm{~m} / \mathrm{s}$ and $18 \mathrm{~m} / \mathrm{s}$.




Figure 4-8: Magnetic field distribution of our anti-Helmholtz configuration trap


Figure 4-9: Trapping scheme of methyl radicals using the solenoid coils inside the permanent magnets. The position on the x axis denotes the distance from the trap center. Negative values on x axis are towards the nozzle and positive values are towards the detector side. The radical enters the trap region from the left in the figure above and is slowed down in figure A, from $60 \mathrm{~m} / \mathrm{s}$ to $38 \mathrm{~m} / \mathrm{s}$. In Figure B it is reflected towards the center of the trap such that velocity is smaller than the trap depth as shown in Figure C. Radicals with speed less than the trap depth are confined in the trap due to the magnetic field of permanent magnets,

### 4.3.3 Elastic collision cross section of trapped radicals with helium and argon

In order to calculate the elastic cross section between trapped methyl radical and different background gases, a leak valve was installed in the detection chamber. Using the leak valve, helium and argon gases at a known background pressure were leaked in the detection chamber. The background gas density is known using an ionization gauge which is cross-calibrated with a residual gas analyzer. The background gas has a Maxwell Boltzmann distribution at 298 K . The energy transfer between the background gas and the trapped radicals, is due to elastic and inelastic collisions. In elastic collisions, there is no change in the quantum state of the colliding particles i.e. only momentum transfer takes place during these collisions. Whereas in inelastic collisions, internal state of colliding partners changes. The loss of trapped radicals can occur due to both types of collisions. However, only some of the elastic collisions impart enough energy to radicals such that they can overcome the trapping potential and hence escape the trap. Larger the density of the background gas, more will be the number of such collisions. Therefore, the loss rate of trapped radicals in presence of a background gas is also proportional to its density. The loss rate of methyl radicals from the trap follows a first order differential equation given by:

$$
\begin{equation*}
\frac{d\left[\mathrm{CH}_{3}\right]}{d t}=-\tau\left[\mathrm{CH}_{3}\right] \tag{4.1}
\end{equation*}
$$

Where $\tau=\langle\mathrm{v} \sigma\rangle[\mathrm{n}]$ is a pseudo-first order rate coefficient that depends on the background gas density [ n ], and the velocity-weighted cross section for trap-loss collisions. The trap loss is measured over time in order to measure $\tau$, which can then be used to measure the elastic crosssection of trapped radicals with the known background gas.

Theoretical calculations are also made to compare with the experimental measured values for the collision cross section of trapped radicals with helium and argon. In our theoretical calculations, we use an interaction potential comprising of only the $\mathrm{C}_{6}$ coefficient, therefore only a long-range isotropic interaction is considered. The interaction potential between $\mathrm{CH}_{3}$ and a background gas n is given by,

$$
\begin{equation*}
V=-\frac{3}{2} \frac{I_{n} I_{C H_{3}}}{I_{n}+I_{C H_{3}}} \frac{\alpha_{n} \alpha_{C H_{3}}}{r^{6}} \tag{4.2}
\end{equation*}
$$

Here, $\mathrm{I}_{\mathrm{CH}}$ and $\mathrm{I}_{\mathrm{n}}$ are the first ionization energy for $\mathrm{CH}_{3}$ and background gas n respectively. The polarizability is denoted by $\alpha$ and $r$ is the distance between the two species. The collision energy between two particles with reduced mass $\mu$ and relative momentum k is given by E

$$
\begin{equation*}
E=\frac{h^{2} k^{2}}{2 \mu} \tag{4.3}
\end{equation*}
$$

The scattering amplitude, f can be represented as a sum over the partial waves.

$$
\begin{equation*}
f=\sum_{l=0}^{\infty}(2 l+1) f_{l} P_{l}(\cos \theta) \tag{4.4}
\end{equation*}
$$

ere $f_{l}$ is the partial scattering amplitude and $P_{l}$ are the Legendre polynomials. The differential cross section (DCS) is

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\left\lvert\, f\left(\left.\theta\right|^{2}=\frac{1}{k^{2}}\left|\sum_{l=0}^{\infty}(2 l+1) e^{i \delta_{l}} \sin \left(\delta_{l}\right) P_{l}(\cos \theta)\right|^{2}\right.\right. \tag{4.5}
\end{equation*}
$$

, $\delta_{1}$ is the phase shift of the lth partial wave. This phase shift is the difference between phase of radial wave functions in the presence and absence of the scattering potential.

The energy transferred during an elastic collision between a trapped $\mathrm{CH}_{3}$ whose kinetic energy can be neglected and particle of mass $m$ with a relative velocity $v$ and a scattering angle of $\theta$ can be written as:

$$
\begin{equation*}
E=\frac{\mu^{2}}{m_{2}}\left|v_{r}^{2}\right|(1-\cos \theta) \tag{4.6}
\end{equation*}
$$

minimum scattering angle $\theta_{\min }$ is defined as the scattering angle which ejects a trapped $\mathrm{CH}_{3}$ particle and can be written as

$$
\theta_{\text {min }}=\cos ^{-1}\left\{1-\frac{m_{2} U_{\text {trap }}}{\mu^{2}\left|v_{r}\right|^{2}}\right\} \#(4.7)
$$

The total cross section is then computed by integrating the DCS from a minimum scattering $\theta_{\text {min }}$ to $\Pi$. The elastic cross section for Helium and Argon obtained by integration of DCS is shown in Figure 4-15.

$$
\begin{equation*}
\sigma=\frac{4 \pi}{k^{2}} \sum_{l=0}^{\infty}(2 l+1) \sin ^{2} \delta_{l} \tag{4.8}
\end{equation*}
$$

### 4.4 Results and discussion

### 4.4.1 Deceleration and trapping

Figure 4-10 shows a free TOF spectrum in which the x axis is converted to velocity of the molecular beam. Figure $4-11$ shows the decelerated plot for methyl radicals starting from an initial speed of $320 \mathrm{~m} / \mathrm{s}$. The pressure behind the nozzle in this experiment was 5 bar with the nozzle set to a temperature of 152 K as the boiling point of this mixture at this pressure was 145 K . Using different phase angles, we have decelerated the radicals to any desired speed. In this plot, the radicals were decelerated from $320 \mathrm{~m} / \mathrm{s}$ to $245 \mathrm{~m} / \mathrm{s}, 200 \mathrm{~m} / \mathrm{s}, 150 \mathrm{~m} / \mathrm{s}, 104 \mathrm{~m} / \mathrm{s}$ and $62 \mathrm{~m} / \mathrm{s}$ at phase angles of 10,27 and 29 degrees respectively. We can see from the plot that as the deceleration increases the intensity of the decelerated peak decreases.


Figure 4-10: Free time spectrum for a mixture of $\mathrm{CH}_{4}$ and krypton gas. The concentration of CH 4 was $15 \%$ and a discharge voltage of 1.1 kV was applied


Figure 4-11: Free time of flight and decelerated time of flight traces of methyl radical molecular beam

Figure 4-12 shows a time-of-flight (TOF) feature of the REMPI signal of $\mathrm{CH}_{3}$ at the center of the trap. In order to eliminate background signals and other noise sources effectively, experiments with the Zeeman decelerator on and off (i.e., no deceleration) were executed alternatively in each sequence, and the on and off signal intensities of each set were subtracted before taking their averages. The zero-intensity line shown in Fig. 4-12 (the dotted line) corresponds to the case with no radicals in the trap and is the measured baseline, while positive values indicate that some radicals decelerated by the decelerator were detected inside the trap. As shown in Fig. 4-12, a strong REMPI signal was observed at TOF $7.0 \mathrm{~ms}-7.5 \mathrm{~ms}$, which corresponds to the first entry of a dense decelerated radical packet into the trap region. After that, signals were detected continuously, which confirms that the decelerated $\mathrm{CH}_{3}$ radicals were successfully confined in the


Figure 4-12: Time-of-flight distribution of the decelerated packet. The peak around 7 ms corresponds to entry of the decelerated packet after it has been slowed down from $60 \mathrm{~m} / \mathrm{s}$ to $38 \mathrm{~m} / \mathrm{s}$ by the front coil. After this time, the red dots show the oscillation of radicals inside the trap. The dotted trace is produced from simulations.
trap. The observed TOF feature was well reproduced by trajectory simulations of the radicals inside the trap, which is shown as a dotted trace in Fig. 4-12. The trapped signal showed an exponential decay overtime for 1 s . The two traces shown in Fig. 4-13, which were recorded every 100 ms with a 10 Hz pulsed laser, correspond to the cases where the background pressure was 3.8 $\times 10^{-9}$ Torr (filled circle) and $6.3 \times 10^{-9}$ Torr (filled triangle). The fitted $1 / \mathrm{e}$ lifetime, $\tau$, of the trapped radicals was $\tau=1.03 \pm 0.19 \mathrm{~s}$ and $0.70 \pm 0.16 \mathrm{~s}$, respectively. The shorter trap time at higher background pressure indicates that the trap lifetime of $\mathrm{CH}_{3}$ is limited by collisions with residual background gases. Under such conditions, the number of trapped radicals, $\mathrm{N}_{\mathrm{CH} 3}$, may obey a first order differential equation $\mathrm{dN}_{\mathrm{CH}} / \mathrm{dt}=-(1 / \tau) \mathrm{N}_{\mathrm{CH}}$, where the lifetime, $\tau$, is inversely


Figure 4-13: Exponential decay of trapped signal at two different background pressure
proportional to the average of the product of the cross section, $\sigma$, velocity, v , and the density, n , of background gas particles. The measurement of background gases by a residual gas analyzer revealed that the major component of the background gas in our vacuum chamber was $\mathrm{H}_{2}$ (or H ) with some $\mathrm{N}_{2}$ as a minor component (less than $1 / 3$ of $\mathrm{H}_{2}$ ). By assuming that the trap loss is entirely induced by $\mathrm{H}_{2}$ molecules ( $\mathrm{v}=1950 \mathrm{~ms}-1$ mean velocity at 300 K ), the average of the cross section for the trap loss caused by $\mathrm{H}_{2}$ molecules is estimated to be $\langle\sigma\rangle_{\mathrm{H} 2} \sim 380 \AA^{2}$ at the present trap depth of $300-500 \mathrm{mK}$. The cross section obtained here is an effective cross-section that depends on the trap depth and the velocity of the collision partners.

### 4.4.2 Collision experiments with other background gases:

In order to calculate the elastic cross section between trapped methyl radical and different background gases, a leak valve was installed in the detection chamber. Using the leak valve, helium and argon gases at a known background pressure were leaked in the detection chamber. The background gas density is known using an ionization gauge which is cross-calibrated with a residual gas analyzer. The background gas has a Maxwell Boltzmann distribution at 298 K .

Figure 4-14 shows the loss of methyl radicals from the trap over time in presence of helium and argon gases. The red trace was measured without any leaked gas and the background pressure was $3.8 \times 10^{-9}$ Torr. The $\tau$ for red trace was found to be $1.03 \pm 0.068 \mathrm{~s}$. After this measurement, helium gas was introduced such that the pressure in the detection chamber was $1.8 \times 10^{-7}$ Torr. The $\tau$ for this measurement was found to be $0.33 \pm 0.006 \mathrm{~s}$. Similarly, argon was introduced inside the detection chamber at a pressure of $2.9 \times 10^{-8}$ Torr and the lifetime, $\tau$ was found to be $0.6 \pm 0.01 \mathrm{~s}$. Using the lifetime measurement of trapped radicals in the presence of helium and argon together
with the lifetime measurement when no gas was leaked, we found the cross section of trapped radicals with helium and argon to be 31.4 and $275.2 \AA^{2}$ respectively.


Figure 4-14: Trap lifetime curves in presence of different background gases


Figure 4-15 : Cross section of different background gases as a function of trap depth.

The theoretical calculations accuracy can be improved by using a more accurate potential energy surface between the trapped radicals and the specific background gas. The role of anisotropy due to planar nature of methyl radical and spherically symmetric noble gas atom can be revealed using an accurate potential. The overestimation of elastic cross section in our experiment with the current calculations show that the loss mechanism of the trap is not limited to elastic collisions with background gas. Since the experimental measured lifetime of the trap consists of elastic, inelastic collisions with background as well as intermolecular collisions within the trap. Since our trap is made up of permanent magnets, measuring cross section at a different trap depth is not straight forward. Measurement of trap lifetime at different depth can reveal the dominant loss mechanism and their time scales. In a static trap it is not possible to distinguish elastic and inelastic collisions with the trap as well as trap loss due to background gas collisions. One possibility to carry out this measurement is to cool the trapped radicals further. This cooling can be achieved using by applying MW radiation in the trap region to eject fast moving radicals allowing the trap temperature to reduce and thus increasing the lifetime of trap. Since the trap temperature decreases, therefore the lifetime of trap should be limited by inelastic collisions with the background. Another possibility is to use a superconducting DC trap such that the trap depth can be varied by changing the DC current [98]. A varying trap depth can also be used for evaporative cooling of the trapped ensemble in order to reach ultra cold regime and quantum degeneracy.

The number of trapped radicals and its density can be estimated from the efficiency of the $2+1$ REMPI process with the help of simulations. This is described in more details in the appendix section. The $2+1$ REMPI process of $\mathrm{CH}_{3}$ is less efficient than other molecules due to predissociation at the intermediate 4 p Rydberg state. Indeed, the REMPI spectrum shown in Fig. 3-4 has a linewidth of $4.5 \mathrm{~cm}^{-1}$ in the Q branch, which must be limited by the predissociation
lifetime. A predissociation rate of $8.3 \times 10^{11} \mathrm{~s}^{-1}$ estimated from the linewidth is faster than the ionization rate of $7.0 \times 10^{10} \mathrm{~s}^{-1}$, assuming a standard ionization cross section of $\sigma^{(\mathrm{i})}=1.0 \times 10^{-17}$ $\mathrm{cm}^{2}$ and a photon flux of $\mathrm{F}=7.0 \times 10^{27} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ of our pulse. By using a steady state approximation [99, 100] with a two-photon excitation cross section of $50 \mathrm{GM}\left(5 \times 10-49 \mathrm{~cm}^{4}\right.$ s) and a $10 \%$ quantum efficiency for the MCP detector to detect positive ions, signal intensities of the ions are predicted to be 0.0022 N , where N is the number of radicals in the ground state. This estimation indicates that 450 radicals are necessary in the detection volume (a cylinder of $40 \mu \mathrm{~m}$ radius and $600 \mu \mathrm{~m}$ length) to obtain one signal count at the MCP. Furthermore, our simulation predicts that about $0.8 \%$ of the trapped radicals reside inside the detection volume (see Appendix). Therefore, the total number of trapped radicals is estimated to be 55000 , which is equivalent to a density of $5.0 \times 10^{7} \mathrm{~cm}^{-3}$ in the effective trap volume (a cylinder of $300 \mu \mathrm{~m}$ radius and 4 mm length). The above estimation is a lower bound for the trapped radicals. The two-photon cross section of 50 GM is a good approximation for molecules with a large two-photon cross-section [101] and therefore it might be overestimated for $\mathrm{CH}_{3}$.

It is noted that the peak density of the trapped OH radicals in Ref. [91] was determined to be $5 \times$ $10^{10} \mathrm{~cm}^{-3}$, in which the production rate of the radicals as well as the efficiency of the deceleration are roughly similar to our experiments. Our simulation indicates that the velocity deviation of $\mathrm{CH}_{3}$ in the present trap is about $\pm 10 \mathrm{~ms}^{-1}$, corresponding to a translational temperature of 200 mK (FWHM) in the trap.

### 4.5 Conclusion and future work

One immediate application of the trapped cold radicals is precision spectroscopy for the determination of molecular parameters of the radicals precisely by resolving hyperfine structures
in infrared transitions. Another application is the observation of cold reactive collisions. The thermal de Broglie wavelength of $\mathrm{CH}_{3}$ at this temperature is 1.0 nm , which is already a few times larger than the classical molecular size of $\mathrm{CH}_{3}(0.4 \mathrm{~nm})$. A deviation in the collisional behavior from high-temperature collisions might be detected with this fundamental intermediate in hydrocarbon chemistry, which will shed light on reactions at low temperature environments such as planetary atmospheres and the interstellar medium.

## 5 A superconducting Fabry Perot cavity for trapping polyatomic polar molecules

### 5.1 Introduction

Manipulation of molecules by optical dipole force is one of the key techniques that is required for a precise control of molecular motion in any quantum states. MW radiation that are close to the resonance frequency of a polar molecule, can be used to manipulate any quantum state by choosing an appropriate detuning frequency. This force arises due to the AC Stark effect in polar molecules. In 2004, proposal by DeMille et al., to trap polar molecules inside a cavity was based on the AC stark effect [102]. In 2005, Enomoto et al. had proposed a deceleration of polar molecules by using a time-varying MW standing waves in a Fabry-Perot type cavity [103]. Merz et al. demonstrated deceleration of $\mathrm{NH}_{3}$ molecules from $20 \mathrm{~m} / \mathrm{s}$ to $16 \mathrm{~m} / \mathrm{s}$ using the $\mathrm{TE}_{1,1,12}$ mode inside a closed cylindrical cavity [104]. A stark decelerator was used to pre-slow the $\mathrm{NH}_{3}$ molecules to $20 \mathrm{~m} / \mathrm{s}$ before they entered the cylindrical cavity. This cavity was made up of copper and cooled to 77 K providing a quality factor of 9100 .

In 2013, a MW lens effect for the rotational ground state of $\mathrm{CH}_{3} \mathrm{CN}$ by combining a slow molecular beam generated by a pulsed counter rotating nozzle and MW standing waves in a cylindrical waveguide cavity was observed by Steffan et al. [105]. The MW AC dipole force due to the MW field nearly resonant to the $|\mathrm{J}, \mathrm{K}\rangle=|1,0\rangle \leqslant|0,0\rangle$ transition was strong enough to change the momentum of the $\mathrm{CH}_{3} \mathrm{CN}$ molecules. Instead of a Stark decelerator, a counter rotating nozzle which has been discussed in chapter 4 of this thesis was used to pre-decelerate molecules in order to manipulate the $\mathrm{J}=0$ state of a polar molecule. So far, trapping of any polar molecules using MW inside a cavity has not been reported. However, a MW trap was reported using Cesium atoms with a trap lifetime of 1 second [106]. A Fabry Perot cavity aimed for co-trapping of CaF and Lithium
using MWs has been constructed by the group at Imperial College, London [107]. The resonator mode used in these experiments is $\mathrm{TEM}_{0,0,3}$ mode at a frequency of 14.5 GHz . The cavity is made up of oxygen-free copper with a quality factor of 50,000 at a temperature of 77 K . In this chapter, a characterization of a similar cavity is discussed. The first step towards trapping of $\mathrm{NH}_{3}$ molecules using a superconducting Fabry Perot cavity by directly measuring the AC stark effect in $\mathrm{NH}_{3}$ is presented

### 5.2 Experimental setup

Figure 5-1 shows the experimental setup used to measure the AC stark shift of $\mathrm{NH}_{3}$. It consists of two differentially pumped chambers separated by a skimmer with a diameter of 2 mm . The source chamber houses a CRUCS valve that generates a supersonic beam of ammonia molecules seeded in Argon gas with a mixing ration of $5 \%$ at a pressure of 3 bar at room temperature. After the skimmer, which is placed at 10 cms downstream of the nozzle, the molecular beam enters the MW cavity through a hole drilled with a diameter of 5 mm and a length of 6 mm in the center of the cavity mirror at distance of 45 cms . The two mirrors of the cavity are made from copper whose inner surfaces are electrochemically plated with an alloy of lead and tin, which is a superconducting material with a critical temperature, $\mathrm{Tc}=7-8 \mathrm{~K}$. The two mirrors are cooled by a pulsed tube refrigerator to a temperature of 3 K . The whole cavity and the cold head of the refrigerator is attached to the detection chamber using a flexible bellow which is used for aligning the transmission holes in the cavity with the nozzle and the skimmer. Each mirror has a radius of curvature, $\mathrm{R}=80 \mathrm{~mm}$ and diameter, $\mathrm{D}=90 \mathrm{~mm}$. The distance between the mirror is around 60 mm which can be varied by 5 mm to shift the frequency of the desired resonator mode. In addition to
the center holes, one of the mirrors has a coupling hole with a diameter of 3 mm for the introduction of MWs inside the cavity.


Figure 5-1: Experimental schematic for measurement of AC stark shift in ammonia consisting of a pulsed nozzle (NZ), a skimmer (SK), MW resonator, ion-optics and MCP for detection of ionized ammonia molecules by laser radiation.

The detection chamber consists of the superconducting Fabry Perot cavity, a micro-channel plate (MCP) detector and a coupling antenna to input MW radiation in the cavity. The ionized molecules are directed towards the MCP plate using two metallic plates (repeller and extractor) which are 90 mm apart. The two plates are attached to a detachable frame which is insulated from the cavity using plastic spacers. The design of the repeller and extractor plates was determined using SIMION program. The particle trajectories shown in Figure 5-2 were simulated using SIMION to find the appropriate dimensions of the plates. The repeller and the extractor plates are supplied a DC
voltage of 700 V and -400 V , respectively to guide the ions towards MCP. A 10 Hz Nd-YAG laser at 532 nm is used to pump a dye laser (Narrow scan) to generate UV light that is focused using a 1000 mm lens onto the molecular beam. The ionized molecules arrive at the MCP to generate the signal which was further amplified using a RF mini circuits amplifier.


Figure 5-2: Trajectories of particles ionized inside the cavity (blue traces).

The schematic experimental setup used to characterize the cavity is shown in Figure 5-3. The MW signal is generated by a synthesizer (Anritsu MG3693C) and amplified by a K-band amplifier (MKU 2410 A ) to 10 W . The coupling antenna is developed from a semi-rigid coaxial cable and inserted into the cavity through a coupling hole in the rear mirror. The antenna is made up of cupronickel and located at the tip of the semi-rigid cable. The semi-rigid cable is anchored to the cold shield in order to reduce the temperature of the antenna and maximize the quality factor. The coupling antenna is also used for measuring the reflected signal from the cavity to determine the coupling strength and the resonance frequency of the cavity.


Figure 5-3: Schematic overview of the MW electronics: (a) signal generator (Anritsu MG3693C), (b) Isolator, (c) power amplifier $\operatorname{MKU}\{2410 \mathrm{~A}$ ( 30 dB gain, maximum output power 40 dBm , Kuhne elektronic), (d) circulator SMC1826 (18-26 GHz, Sierra MW), (e) adjustable attenuator AF868-10 (14-26 GHz, Advanced Technical Materials), F) Detector diode 8437C (0.01-26.5 GHz, Agilent),(g) oscilloscope, (h) coaxial SME cable

### 5.3 Cavity characterization

The two mirrors in our cavity have same radius of curvature i.e. $\mathrm{R}_{1}=\mathrm{R}_{2}=\mathrm{R}=80 \mathrm{~mm}$. Here $\mathrm{R}_{1}, \mathrm{R} 2$ are the radii of curvature of the two mirrors. The field distribution, $\mathrm{A}_{\mathrm{m}, \mathrm{n}}$ of stationary fields inside an open resonator which are called as modes are given by Hermite-Gaussian modes [85].

$$
\begin{equation*}
A_{m n}(x, y, z)=C^{*} H_{m}\left(x^{*}\right) H_{n}\left(y^{*}\right) e^{\frac{-r^{2}}{w^{2}}} e^{-i \phi(z, r, R)} \tag{5.1}
\end{equation*}
$$

In the above equation, $m$ and $n$ denotes the number of nodes in the $x$ and $y$ direction, respectively. C* is a normalization factor, $\mathrm{H}_{\mathrm{m}}$ and $\mathrm{H}_{\mathrm{n}}$ are the Hermite polynomials of $\mathrm{m}^{\text {th }}$ and $\mathrm{n}^{\text {th }}$ order respectively. The phase factor denoted by $\phi$, accounts for the phase change after reflection from cavity mirrors. The modes that have $\mathrm{m}=\mathrm{n}=0$ are called as axial modes or fundamental modes whereas modes with $\mathrm{m}, \mathrm{n}>0$ are called as transverse modes. Each mode is denoted by $\mathrm{TEM}_{\mathrm{m}, \mathrm{n}, \mathrm{p}}$ where p is the axial mode number.

The resonant frequency of any $\mathrm{TEM}_{\mathrm{m}, \mathrm{n}, \mathrm{p}}$ modes, $\mathrm{v}_{\mathrm{c}}$ in a Fabry Perot cavity whose mirrors are separated by a distance $L$, is given by [85]

$$
\begin{equation*}
v_{c}=\frac{c}{2 L}\left(p+\frac{(m+n+1)}{\pi} \cos ^{-1}\left(1-\frac{L}{R}\right)\right) \tag{5.2}
\end{equation*}
$$

Figure 5-4 shows the frequency of different modes calculated according the equation above for $\mathrm{L}=59.5 \mathrm{~mm}$. The reflected signal of the cavity as the input frequency is scanned from $14-26 \mathrm{GHz}$ is shown in Figure 5-5. The resonance modes are identified by a decrease in the reflection signal which appears as sharp peaks in the reflection spectrum. The mode assignment and the reflection spectra are also depicted in Figure 5-5.


Figure 5-4: Frequency of various modes inside the Fabry Perot resonator calculated using equation (4-8) with $\mathrm{L}=60$ mm


Figure 5-5: Mode assignment inside the cavity. The top panel shows the expected locations of peaks and the bottom panel shows the experimentally measured reflection signal as a function of input frequency. The signal generator is used to scan the input frequency from $14-26 \mathrm{GHz}$ and only a part of that spectrum is shown in the figure $(18-26 \mathrm{GHz})$.

### 5.3.1 Quality factor

The quality factor of a cavity depends on the energy loss inside it. In general, it is defined as

$$
\begin{equation*}
Q=\frac{2 \pi v W d t}{d W} \tag{5.3}
\end{equation*}
$$

Here, W is the energy stored in the cavity and $v$ is the input frequency. It is the ratio of energy stored to the energy lost per cycle inside the cavity. This implies that the energy stored inside a cavity, $W$ at a time $t$, can be expressed as,

$$
\begin{equation*}
W=W_{o} e^{-\frac{\omega t}{Q}} \tag{5.4}
\end{equation*}
$$

where $W_{O}$ is the energy stored at time $t=0$.
The unloaded quality factor $\mathrm{Q}_{\mathrm{o}}$, can be expressed as [81]

$$
\begin{equation*}
\frac{1}{Q_{o}}=\frac{1}{Q_{r}}+\frac{1}{Q_{d}}+\frac{1}{Q_{o t h e r s}} \tag{5.5}
\end{equation*}
$$

where $\mathrm{Q}_{\mathrm{r}}, \mathrm{Q}_{\mathrm{d}}$ and $\mathrm{Q}_{\text {others }}$ are the quality factors due to the energy loss from finite surface resistance, diffraction and other factors such as the coupling to input antenna, and contact resistance in cavity parts, respectively.
a) The diffraction loss is caused by the finite diameter of the mirror. The quality factor determined by this loss is given as

$$
\begin{equation*}
Q_{d i f f}=\frac{2 \pi v L}{c} \exp \left(\frac{D^{2}}{2 w^{2}\left(\frac{L}{2}\right)}\right) \tag{5.6}
\end{equation*}
$$

For our case with $\mathrm{D}=80 \mathrm{~mm}, \mathrm{Q}_{\text {diff }}=2 \times 10^{7}$
(b) The surface resistance $R_{S}$ is given as $R_{0}+R_{B C S}$, where $R_{0}$ is the surface resistance at 0 K . The temperature dependence of surface resistance is considered by $\mathrm{R}_{\mathrm{BCS}}$ which is proportional to temperature as [110],

$$
\begin{equation*}
R_{B C S} \propto \frac{\vartheta^{b}}{T} e^{-\frac{\Delta}{k_{B} T}} \tag{5.7}
\end{equation*}
$$

At $\mathrm{T}>2 \mathrm{~K}, \mathrm{R}_{\mathrm{BCS}}$ is dominant. The value of $\mathrm{R}_{\mathrm{BCS}}$ at a frequency of 24 GHz and a temperature of 4.17 K is $0.16 \mathrm{~m} \Omega$, which corresponds to a $\mathrm{Q}_{\mathrm{r}}=1.8 \times 10^{7}$.
(c) The molecular beam and the MW antenna are introduced through holes at the center of the mirrors. For the hole radius with $a_{h}=2.5 \mathrm{~mm}$ and hole length $\mathrm{d}_{\mathrm{h}}=6 \mathrm{~mm}$, the quality factor $\mathrm{Q}_{\mathrm{h}}$ is of the order of $10^{8}$.

Therefore, the estimated quality factor for our cavity at 3 K is $8 \times 10^{6}$.
The Q factor is also related to FWHM of the reflected signal from the cavity and is given by

$$
\begin{equation*}
Q_{L}=\frac{\vartheta}{\delta \vartheta} \tag{5.8}
\end{equation*}
$$

where $\vartheta$ is the resonance frequency and $\delta \vartheta$ is FWHM of the reflection signal. Here, $\mathrm{Q}_{\mathrm{L}}$ is the loaded quality factor of the cavity and is related to the unloaded Q factor, $\mathrm{Qo}_{\mathrm{o}}$ as

$$
\begin{equation*}
\frac{1}{Q_{L}}=\frac{1}{Q_{O}}+\frac{1}{Q_{C}}=\frac{1+\beta}{Q_{o}} \tag{5.9}
\end{equation*}
$$

In the above equation, $Q_{C}$ is the quality factor due to input coupler and the parameter $\beta$, called as coupling parameter and is defined as

$$
\beta=\frac{Q_{o}}{Q_{C}}
$$

At critical coupling, which occurs when all the input power goes into the cavity and the reflection signal is zero, $\beta=1$ and $Q_{O}=2 Q_{L}$.

The Q factor also depends on the insertion depth of the antenna inside the cavity. We have measured the Q factor as well as the coupling strength at various insertion depth of the antenna which is shown in Figure 5-6. The x axis in this figure represents the insertion depth of the antenna inside the cavity. At zero position on the x axis, the antenna is completely inside the cavity. As the value on x axis increases or as the nut on the feedthrough is rotated in counterclockwise direction, the antenna is pulled out of the cavity. At the far right on $x$ axis, the antenna is completely out of the cavity and no reflection signal was thus observed beyond this position. The coupling strength is directly proportional to amplitude of the reflection signal. To get the maximum electric field inside the cavity, critical coupling is desired when all the power goes inside the cavity. At very high insertion depth ( $<1.75$ turns), the cavity is over coupled, and the $Q$ factor decreases as the antenna acts as a normal conductor thereby, causing loss of energy from the cavity. At critical coupling, the reflected signal pulse amplitude is maximum. Pulling the antenna further out from the critical coupling position (1.75 turns), the amount of power going into the cavity decreases but the quality factor increases and is termed as under coupling regime. The increase of Q factor as
the antenna is pulled out is due to decrease in the surface resistance of the cavity as the antenna acts as a part of the mirror surface.

By using equation 5-8, and the reflection signal measurements, we can measure the Q factor experimentally. Figure 5-7 shows the reflection signal for $\mathrm{TEM}_{0,1,9}$ mode as the input frequency is swept near resonance frequency $(24.0127 \mathrm{GHz})$. The $y$ axis is the reflection signal and there is an offset of 0.9 mV due to our detector. So, 0.9 mV corresponds to no reflection signal from the cavity. The solid trace is the fit curve of the experimental data using a Lorentzian function.


Figure 5-6: Reflected signal amplitude and Q factor dependence on the insertion depth of antenna. The mode used is $\mathrm{TEM}_{019}$. The insertion depth can be controlled by a nut located outside the chamber on the input feedthrough for antenna. The x axis denotes the number of turns rotated in a counter clockwise direction.


Figure 5-7: Reflection signal of $\mathrm{TEM}_{019}$ mode to determine the Q factor experimentally. The y axis is the reflection signal and the resonance frequency is determined when this signal is minimum. The resonance frequency for $\mathrm{TEM}_{019}$ mode is 24.0127 GHz .


Figure 5-8: Unloaded quality factor of $\mathrm{TEM}_{019}$ mode as a function of temperature. The critical temperature for the superconducting material $(\mathrm{Pb}-\mathrm{Sn})$ is $7-8 \mathrm{~K}$. The antenna position is put in critical coupling position.

The temperature dependence of the quality factor is shown in figure 5-8. The quality factor increases with decreasing temperature as the surface resistance decreases. The quality factor suddenly increases at very low temperature, and $Q_{0}$ exceeds 400,000 at 3 K , where the $\mathrm{Pb} / \mathrm{Sn}$ surface of the cavity becomes superconductor. The superconducting material has a critical temperature of 7-8 K. This result indicates that $Q_{0}=2 \times 10^{4}$ obtained at a room temperature is dominantly limited by the surface resistance and not by the diffraction loss which suggests that reducing the temperature of the surface resistance, we can achieve a higher quality factor with the current design of the cavity.

The Q factor of different modes inside the cavity is given in Table 5-1. As can be seen in equation (5-2), some modes for which $m+n>0$, have identical frequency, so it is difficult to identify those modes in the reflection spectrum. For example, TEM $_{038}, \mathrm{TEM}_{128}, \mathrm{TEM}_{218}, \mathrm{TEM}_{308}$ have same frequency and their reflection signal is closely spaced in the reflection spectrum. One way to distinguish the higher order transverse modes from lower order transverse modes is their low Q factor as can also be seen in Table below. The axial modes for which $\mathrm{m}=\mathrm{n}=0$ have very low Q factor in our cavity, which is due to loss from the transmission holes in the two mirrors. We could only identify $\mathrm{TEM}_{0,0,7}$ mode inside our cavity as other higher axial modes were difficult to observe. As the cavity is cooled from room temperature to 3 K , the distance between the mirror changes. We measured the frequency shift of a resonance mode $\left(\mathrm{TEM}_{019}\right)$ as the cavity is cooled from room temperature to 3 K . The frequency change due to temperature was found to be 60 MHz If the distance between the mirrors is changed by 0.5 mm , it corresponds to a shift of 196 MHz approximately. After mode assignment is performed at a given length, the mirror spacing can be changed at room temperature in order to shift the resonance frequency of the cavity to the desired value.

Table 5-1:Mode parameters of the Fabry Perot cavity at 3 K . The mirror spacing is 61 mm .

| Mode <br> $\mathbf{T E M}$ <br> $\mathbf{m , n , \mathbf { p }}$ | Frequency (GHz) | Qo factor ( $\mathbf{( ~ \mathbf { 1 0 } ^ { \mathbf { 5 } } )}$ |
| :---: | :---: | :---: |
| 007 | 18.08 | 0.14 |
| $017 / 107$ | 19.118 | 4.9 |
| $018 / 108$ | 21.56 | 5.5 |
| $019 / 109$ | 24.02 | 4.02 |
| $027 / 207 / 117$ | 20.126 | 2.4 |
| $028 / 208 / 118$ | 22.573 | 4.5 |
| $029 / 209 / 119$ | 25.018 | 5 |
| $036 / 126 / 216 / 306$ | 18.83 | 0.23 |
| $037 / 307 / 127 / 217$ | 21.125 | 0.36 |
|  | 21.266 | 0.18 |
| $038 / 308 / 128 / 218$ | 23.576 | 1.68 |
|  | 23.681 | 0.43 |
|  | 23.701 | 1.08 |



Figure 5-9: Shift in resonance frequency for mode TEM $_{019}$ as a function of temperature. The resonance frequency is blue shifted by 60 MHz as the cavity is cooled from 298 K to 3 K .

### 5.4 Results and discussion

We had chosen $\mathrm{TEM}_{0,0,9}$ mode as the resonator mode for trapping $\mathrm{NH}_{3}$ molecules. In such a mode, the electric field is maximum on the longitudinal axis as there are no transverse excitations. The
$\mathrm{TEM}_{0,0,9}$ mode has nine antinodes located axially along the length of the cavity. But, the quality factor of all the axial modes was very small due to scattering losses from the transmission holes in the mirrors. So, we used $\mathrm{TEM}_{029}$ mode which has a much larger Q factor than $\mathrm{TEM}_{0,0,9}$ as well as a maximum electric field at the center of the cavity. The need of maxima at the center of cavity arises for detection purpose. If the ammonia molecules are ionized away from the cavity center, the detection efficiency of ion optics decreases.

### 5.4.1 Rotational assignment of transitions in ammonia molecular beam

We used PGOPHER program to assign the rotational transitions in ammonia. The rotational temperature of the ammonia molecular beam mixed with Argon gas at a pressure of 3 bar was estimated to be 5 K using PGOPHER. We also confirmed the rotational assignments using a Stark decelerator in guiding mode which is depicted in Figure 5-10. The ammonia molecular beam was passed through the Stark decelerator while it was operating in guiding mode. In guiding mode, all the electrodes are kept at a certain voltage so that the stark decelerator can provide a focussing force for LFS states of ammonia molecules. Since, the lower inversion doublet is a HFS state, the intensity of this transition decreased when the ammonia beam was passed through the stark decelerator.

### 5.4.2 Broadening of line width with laser power

We measure the AC stark shift by comparing the $\mathrm{J}=1, \mathrm{~K}=1$ transition by turning the MW radiation on and off inside the cavity. As the magnitude for AC stark shift is quite small, in order to differentiate between the two traces (MW on and off), it was helpful to minimize the line width of
the transition by reducing the laser power. This broadening of spectral line shape at a high laser power is termed as power broadening. At the same time, the signal intensity of ionized $\mathrm{NH}_{3}$


Figure 5-10: Rotationally resolved frequency spectrum of ammonia mixed with Argon gas at a pressure of 3 bar after passing through a stark decelerator. The blue trace is recorded by applying a voltage of +-5 kV on all electrodes while the red trace is recorded with 0 kV .
the transition by reducing the laser power. This broadening of spectral line shape at a high laser power is termed as power broadening. At the same time, the signal intensity of ionized $\mathrm{NH}_{3}$ molecules decreases as it is directly proportional to laser power. Therefore, the minimum signal to noise ratio required in order to measure the AC stark shift was calculated and the laser power was reduced to such level. Figure $5-11$ shows the $\mathrm{J}=1, \mathrm{~K}=1$ transition which is measured in the ammonia beam at different laser energy. The three measurements are normalized to each other. The laser energy was varied between $0.38-1.6 \mathrm{~mJ}$ and the FWHM of each measurement is shown in Table 5-2. As the FWHM was least at 0.38 mJ , we used this laser energy in our experiment to measure the AC stark shift for $\mathrm{NH}_{3}$.

Table 5-2: FWHM of $\mathrm{J}=1, \mathrm{~K}=1$ transition at different laser energy.

## Laser energy (mJ)

0.38 0.46
1.1
0.50

$$
1.6 \quad 0.64
$$



Figure 5-11: Power broadening in the $\mathrm{J}=1, \mathrm{~K}=1$ transition in $\mathrm{NH}_{3}$ molecular beam mixed with argon gas at a pressure of 3 bar at different laser energy.

### 5.4.3 AC Stark shift in $\mathrm{NH}_{3}$

Figure 5-12 shows the AC stark shift in ammonia molecule inside the superconducting Fabry Perot cavity using the $\mathrm{TEM}_{029}$ mode. The blue trace corresponds to $\mathrm{J}=1, \mathrm{~K}=1$ transition when a MW pulse with a duration of $300 \mu$ s was applied inside the cavity. The laser delay was set to the peak
time of flight distribution of the ammonia molecular beam. At a Q factor of $5 \times 10^{5}$, the build up time for the standing waves or the electric field is around $20 \mu \mathrm{~s}$, which can be calculated using equation 5.4. Therefore, the MW pulse was turned on atleast $150 \mu$ s before the time of arrival of the molecular beam. The black trace shows the difference between the fit curves of the experimental data. The experimentally measured AC stark shift is $0.02 \mathrm{~cm}^{-1}$ which is measured by the difference on the x axis between the two traces at a wavenumber of $63866.4 \mathrm{~cm}^{-1}$. This shift is smaller than expected which is $0.05 \mathrm{~cm}^{-1}$ at an electric field of $1 \mathrm{MV} / \mathrm{m}$ and a blue detuned frequency of 385 MHz as shown in Figure 5-13.


Figure 5-12: $\mathrm{J}=1, \mathrm{~K}=1$ transition in ammonia molecular beam for measurement of AC stark shift. The blue trace is measured in presence of MW radiation inside the cavity whereas the red trace is measured without any MW radiation. A MW pulse of total duration of 300 us is applied such that the ionized ammonia experiences electric field due to MW radiation. Alternatively, on and off shots are measured. Each point is an average of 256 shots. The black trace is the difference between the fitted curves of raw data.

The difference between the experimental measurement and the expected shift could be due to two reasons. Firstly, the power loss due to the antenna is unaccounted for and more detailed measurement needs to be carried out in order to correctly estimate the power going into the cavity.

Secondly, in order to record the maximum AC stark shift, the laser detection point and the electric field maxima location inside the cavity must overlap, which is difficult to confirm. These two factors need to be carefully examined in the future, to account for the deviation between the theoretical and experimental measurement.


Figure 5-13: AC stark shift of $\mathrm{NH}_{3}$ in lower level of the inversion doublet at a detuning frequency of 385 MHz , power input of 10 W and a Q factor of $5 \times 10^{5}$. The black dot on the trace denotes the expected AC stark shift at the experimental conditions.

### 5.5 Conclusion and future outlook

In this chapter, the characterization of a superconducting Fabry Perot cavity is discussed. At a Q factor of $5 \times 10^{5}$ and a power input of 10 W , an electric field of $1 \mathrm{MV} / \mathrm{m}$ was generated. The AC stark shift of ammonia was measured using a molecular beam of ammonia mixed with argon gas at this electric field. The next step is to attach the cavity at the exit of a Stark decelerator for trapping. The stark decelerator will reduce the speed of ammonia molecules such that they can be trapped in the MW cavity. Figure 5-14 shows the cavity attached behind a stark decelerator. A hexapole is placed between the cavity and the stark decelerator in order to guide the decelerated
ammonia molecules to the cavity. The trap depth of our cavity at an electric field of $1 \mathrm{MV} / \mathrm{m}$ is around 80 mK which corresponds top a speed of $10 \mathrm{~m} / \mathrm{s}$. In order to increase the trap depth, we are constructing a new cavity which will have smaller transmission holes in the center such that scattering loss through the center is minimized. We could use the axial modes for trapping of ammonia since the axial modes have a higher Q factor in comparison to transverse modes. With the new cavity, if a Q factor of $10^{7}$ is achieved, at MW power input of 10 W , the trap depth for can be increased to 250 mK corresponding to a speed of $15 \mathrm{~m} / \mathrm{s}$. Once, ammonia is trapped, the power input can be lowered such that the trap depth is slowly reduced in order to reduce the temperature of ammonia molecules using evaporative cooling.


Figure 5-14: Experimental setup for the trapping of ammonia in a MW cavity. It consists of a pulsed nozzle (A), 180 electrodes stark decelerator (B), closed cycle refrigerator (C), MW cavity (D), hexapole (E) and MW feedthrough (F).

## 6 Slowing polyatomic molecules using a counter rotating nozzle

### 6.1 Introduction

This chapter describes a mechanical method to slow down any type of atom or molecule using a counter rotating source. The first use of a rotating source to manipulate the motion of molecules was reported by Philip Moon in 1950 [111]. He used the rotating source to generate fast and intense beams for crossed beam studies of chemical reactions. However, the technique to generate slow molecules by mechanical means was pioneered by Gupta and Hersbach [112]. They employed a counter rotating nozzle to reduce the translational kinetic energy of atoms relying on the principle of Galilean transformation between the laboratory rest frame and the nozzle's moving frame. However, their design had several shortcomings such as the use of a special aluminium alloy barrel as the rotor which was difficult to machine. Secondly, the gas injection system which was a polymer needle inserted into the rotor suffered abrasion resulting in gas leakage inside the source chamber. This was a serious limitation in order to produce dense beams which were attenuated as a result of collision with background gas in the nozzle chamber. Strebel et al. [113] improved upon these two shortcomings and reported density of the order of $10^{11}$ /cc from a CRN source using argon atoms. Their design used a continuous source for gas inside the rotor which limited the pressure behind the nozzle. The maximum reported pressure was around 450 Torr as it leads to detrimental effects on the molecular beam due to background gases in the nozzle chamber. Sheffield et all $[114,115]$ also use a pulsed source for CRN and they have reported a density of the order of $10^{13} / \mathrm{cc}$ at a pressure of 900 Torr. In this chapter, we consider this mechanical method of producing cold molecules and atoms with several modifications to the previous designs. With the installation of a pulsed source and high speed gated shutter in front of the skimmer in our
experimental setup, we have been successful in reducing the background pressure and hence, in achieving dense and cold molecular beams. Longitudinal temperature as low as 160 mK with translational speed of less than $110 \mathrm{~m} / \mathrm{s}$ has been observed for acetone molecules seeded in krypton gas and a density of the order of $10^{16} / \mathrm{cc}$ is estimated using argon atoms.

### 6.2 Experimental setup

The experimental setup is illustrated in Figure 6-1, which consists of a counter rotating nozzle(A), shutter(B), skimmer(C), copper cavity(D), UV laser(E), ion optics(F) and a micro channel plate(G) for detection of ionized molecules.

The molecular beam source is comprised of a counter rotating nozzle(A) with a diameter of 200 $\mu \mathrm{m}$ mounted on the end of a carbon fiber tube. The carbon fiber tube is hollow with an inner diameter of 2.5 mm and an outer diameter of 4.0 mm . The rotor is made of carbon fiber due to its high strength to withstand high centrifugal forces at the operating rotation frequency of the rotor. The rotor is rotated by a brushless DC motor in a vacuum chamber as shown in Figure 6-2. The length of the carbon fiber tube is about 36 cm while the length from the titanium nozzle tip to the spindle is 19 cm .


Figure 6-1: Schematic overview used for characterizing quasi-pulsed and counter rotating nozzle source. consists of counter rotating nozzle(A), shutter(B), skimmer(C), copper cavity(D), UV laser(E), ion optics(F) and micro channel plate(G) for detection of ionized molecules


Figure 6-2:Cross section view of the rotor assembly

The center of the rotor is attached to a ferrofluidic feed through for inlet of gases inside the tube. The valve and ferrofluidic feed through are coupled through an aluminum ferrule that fits closely into a housing. The spindle (titanium) O-ring is sealed to the ferrofluidic shaft. The opposite side of spindle is coupled to the motor with soft silicone tubing. A large copper block attached to the motor is water cooled to remove excess heat from the motor.

A pulsed valve (General Valve, 9 Series) is attached at the inlet of the ferrofluidic feed through to allow gas input to the rotating nozzle. The gas mixture is made by bubbling krypton gas through acetone which is stored as a liquid in a small tube. Hence, the krypton gas reaching the valve is saturated with acetone molecules.

Our source chamber is pumped by an $800 \mathrm{l} / \mathrm{s}$ turbo pump and detection chamber is pumped by a $300 \mathrm{l} / \mathrm{s}$ turbo pump. Maintaining a pressure of 4 bar behind the nozzle, the peak background pressure in the source chamber remains close to $10^{-4}$ Torr during experiments. At a distance of 10
cms from the nozzle, a skimmer separates the source chamber from the detection chamber. A mechanical shutter is placed between the skimmer and the nozzle to restrict gas flow contributed by continuous molecular beams from the rotating nozzle. Furthermore, there is a superconducting cavity installed after the skimmer for application of MW dipole force on the molecular beam. The characterization of this cavity has been discussed in previous work by our group [92]. The pressure in detection chamber does not rise considerably during valve operation as the cavity is maintained at 3 K which condenses any background gases. The cavity is constructed from a 508 mm long, 12.6 mm inside diameter copper tube and two copper end caps with a thickness of 4 mm . Each end cap has a hole at the center to let molecular beam pass. The diameter of the entrance hole is 6 mm and that of the exit hole is 4.5 mm .

Behind the exit of the copper cavity, ion optics are installed for guiding the laser ionized molecules in the molecular beam towards a micro channel plate in the detection chamber. The MCP output signal is further amplified by two RF voltage amplifiers. The output signal from RF amplifiers is recorded on an oscilloscope which is acquired by a LabVIEW program.

### 6.3 Theory

For characterization of CRN, we measure the time of flight (TOF) distribution of acetone molecules seeded in krypton gas. Using MPI detection scheme, we measure the peak velocity and the FWHM of velocity distribution, whereas using RGA detection, we calculate the density of the beam from the CRN. This is due to the slow response of RGA which convolutes the measured signal, whereas, the MPI scheme provides direct measurement of velocity deviation of molecular beams. But, MPI cannot provide any information about the density, therefore we used RGA for density measurement. The gas mixture is composed of krypton gas which is bubbled through
acetone. The vapor pressure of acetone at room temperature is 0.25 bar. Thus, in a gas mixture with a total pressure of 4 bar, the mole fraction of acetone is 0.06 . Using this concentration of acetone, the estimated initial velocity of the molecular beam is $430 \mathrm{~m} / \mathrm{s}$.

The experimentally measured time of flight distributions have been fitted in the same manner as by Strebel et al. as the experimental setup is identical in principal. The fitting function used to derive the FWHM of the molecular beams along the z direction which is the longitudinal direction at different conditions is given by [113]:

$$
\begin{equation*}
n_{z}=\sqrt{\pi} \sum_{i=1}^{3} A_{i}\left(\frac{1}{\Delta v_{z}^{2}}+\frac{t^{2}}{\Delta z_{i}^{2}}\right)^{\frac{-1}{2}} e^{\frac{-\left(z-z_{i}-v_{0} t\right)^{2}}{\Delta z_{i}^{2}+\Delta v_{z}^{2} t^{2}}} \tag{6.1}
\end{equation*}
$$

In the above equation, $\mathrm{A}_{\mathrm{i}}$ denotes the amplitude factors which are found out by measuring the TOF from CRN at a very slow speed, as the measured TOF mainly shows effect of rotating nozzle in front of skimmer as the longitudinal spread in velocity is negligible due to high speed of molecular beam. The angle subtended by the rotor arm for detectable positions in our set up is $\pm 7.2$ degrees which is calculated as

$$
\phi=\cos ^{-1}(1-\mathrm{r} / \mathrm{R})
$$

where r is the radius of skimmer and R is the distance from spindle to nozzle. In our setup, $\mathrm{r}=1.5$ mm and $\mathrm{R}=19 \mathrm{~cm}$. As a result, the final measured TOF distribution is a convolution of shutter function and the velocity distribution of the molecular beam. The shutter function $\mathrm{s}_{\mathrm{z}}$, was calculated by fitting the experimentally measured TOF at 10 Hz and fitting it to a product of three Gaussian beams given by:

$$
\begin{equation*}
s_{z}(z)=\sum_{i=1}^{3} A_{i} e^{\frac{-\left(z-z_{i}\right)^{2}}{\Delta z_{i}^{2}}} \tag{6.2}
\end{equation*}
$$

Where $\mathrm{A}_{\mathrm{i}}$ are the amplitude factors, $\mathrm{z}_{\mathrm{i}}$ are the center positions and $\Delta \mathrm{z}_{\mathrm{i}}$ are the width for the three Gaussian beams.

We also determined the shutter function in the same manner. The measured TOF at 10 Hz using a beam of pure argon is shown in Figure 6-3.


Figure 6-3: Shutter function measured at 10 Hz using a beam of argon atoms. The blue curve is a sum of three Gaussians centered at different positions on x axis

The pulsed valve is attached farther away from the tip of the rotating nozzle. The rotor volume acts as a reservoir which charges upon opening of valve. The valve opening duration controls the pressure inside the rotor. On the other hand, once the valve is closed, the rotor discharges from the CRN. The pressure-time relation inside the rotor can be found by integrating mass flow equations as given in [117]. For charging of rotor, the solutions can be written as:

$$
\begin{equation*}
P_{\text {rotor }}=V P_{\text {source }} \frac{t k}{A_{v} s} \frac{(k+1)^{\frac{k+1}{2(k-1)}}}{2} \tag{6.3}
\end{equation*}
$$

Similar treatment during the flow of gases from the tip of the nozzle leads to pressure-time relations during discharge process.

$$
\begin{equation*}
P_{\text {rotor }}=P_{i}\left[1+\frac{t s A_{n}}{V}\left(\frac{k-1}{2}\right)\left(\frac{k+1}{2}\right)^{\frac{-(k+1)}{2(k-1)}}\right]^{\frac{-2 k}{(k-1)}} \tag{6.4}
\end{equation*}
$$

where V is volume of rotor, $\mathrm{P}_{\mathrm{i}}$ is the initial pressure in rotor, s is the speed of sound in the filling gas, $\mathrm{A}_{\mathrm{n}}$ is the nozzle area, $\mathrm{A}_{\mathrm{v}}$ is the area of general valve attached to the rotor.

### 6.4 Results and discussion

### 6.4.1 Effect of pressure

The total number of molecules per pulse is directly proportional to pressure behind the nozzle [113]. Figure 6-4 displays the increase intensity of acetone signal as the pressure behind the nozzle is increased from 1 bar to 4 bar. The variation in the peak velocity of the molecular beam at different pressure is due to increase in the mole fraction for krypton molecules in the gas mixture as the pressure is increased as the vapor pressure of acetone is constant. Since krypton is heavier than acetone, the beam slows as the pressure increases. In order to confirm this, the same experiment was done using a beam of pure argon atoms and detected by the RGA. There was no shift in the time of flight distribution of pure argon atoms as the pressure was increased from 1 bar to 6 bar as shown in Figure 6-5.

Table 6-1:Beam parameters at different pressure behind the nozzle rotating at 100 Hz with a valve opening duration of 4 ms of acetone molecules seeded in krypton gas

| Pressure (bar) | FWHM $(\mathrm{m} / \mathrm{s})$ | Velocity $(\mathrm{m} / \mathrm{s})$ | Longitudinal Temperature $(\mathrm{K})$ |
| :--- | :--- | :--- | :--- |
| 1 | 113 | 413 | 44.5 |
| 2 | 96 | 376 | 32.1 |
| 3 | 74 | 339 | 19.1 |
| 4 | 59 | 330 | 12.1 |



Figure 6-4: Time of flight distribution of acetone molecules seeded in krypton gas at different pressure using MPI detection scheme. The rotation speed of nozzle is 100 Hz . The valve opening duration is 4 ms .


Figure 6-5:Time-of-flight distribution of pure argon beam from counter rotating nozzle at a speed of 50 Hz using RGA detector.

### 6.4.2 Discharge of rotor

For comparison of the theory for discharge of gas from the rotor with the experimental data, the peak pulse amplitude for successive pulses from the CRN are measured. Figure 6-6 shows the successive pulses of pure argon beam from the CRN rotating at a speed of 20 Hz . The pressure behind the nozzle was 4 bar with a valve opening duration of 2.5 ms . The y axis in Figure 6-6 is the signal measured using RGA detector. As the valve is opened at $\mathrm{t}=0 \mathrm{~s}$, the first pulse which is selected by RGA is emitted from the CRN at 50 ms , corresponding to one period of rotation at 20 Hz . The amount of time required to fill the rotor is much less than one period of rotation such that the pressure in the rotor reaches a maximum for the first pulse and it decreases as the nozzle continues to emit gas. Due to decrease in pressure, the amplitude for successive pulses also decreases. Figure 6-7 shows the comparison of the decay curve of pressure inside the rotor according to equation 6.4 and the peak amplitudes of pulses at the same time.


Figure 6-6: Successive pulses from a counter rotating nozzle at a rotation speed of 20 Hz using argon gas. Each pulse is separated by 50 ms which is the period of rotation of the counter rotating nozzle.


Figure 6-7: Discharge of rotor as a function of time. The red dots denote the peak pulse amplitude at a specific time as measured from Figure 6-6 and the red trace shows the decay of pressure inside a rotor which is filled to 4 bar at time $t=0$ with argon gas as calculated from equation 6-4.

### 6.4.3 Effect of valve opening duration

The valve opening duration determines the pressure of gas inside the rotor. The minimum valve opening duration for the General valve is $400 \mu$ s as we did not see any pressure rise in the nozzle chamber. The time taken to fill the rotor can be calculated according to equation 6.3. The pressuretime relation for charging of the rotor when the pressure behind the valve is 4 bar, is shown in Figure 6-10. Inside the rotor, the pressure rises to 4 bar at 2 ms which is same as the source pressure. The source pressure is the pressure behind the pulsed valve. Due to the rise in pressure as the valve opening duration is increased, the intensity of the beam increases as well. This can be seen in Figure 6-8 and 6-9.

In Figure 6-8, we can see that the intensity increases beyond an opening duration of 2 ms and the peak velocity of the molecular beam also varies as the valve duration is varied. This can also be explained as a result of increase in concentration of acetone in the gas coming out of nozzle. At longer valve opening durations, as the pressure decreases near the valve opening, acetone flows from the bubbler towards the valve. As a result, acetone sticks along the entire gas line in the form of liquid. As the concentration of acetone increases, the beam becomes faster and the signal increases as well. This behaviour was not observed using pure argon gas which can be seen in Figure 6-9. After 2 ms , the pressure inside the rotor is same as the pressure behind the pulsed valve, hence leading to no increase the molecular beam intensity beyond a valve opening duration of 2 ms .


Figure 6-8: Time-of-flight distribution of acetone molecules seed in krypton gas from counter rotating nozzle at 100 Hz with a backing pressure of 4 bar at different valve opening duration.


Figure 6-9: Time-of-flight distribution of pure argon gas from counter rotating nozzle at 100 Hz with a backing pressure of 4 bar at different valve opening duration.


Figure 6-10: : Charging of rotor as a function of time. The red dots denote the peak pulse amplitude (in Figure 6-9) at a rotation speed of 50 Hz and the red line shows the rise of pressure inside a rotor as valve duration is increased from 0 to 2 ms with a source pressure of 4 bar of argon gas as calculated from equation 6-3.

Table 6-2:Beam parameters for acetone beam mixed with krypton gas at different valve opening duration of the pulsed valve. The nozzle rotation speed is 100 Hz with a backing pressure of 4 bar.

| Valve opening duration (ms) | FWHM (m/s) | Velocity (m/s) |
| :--- | :--- | :--- |
| 0.5 | 87 | 359 |
| 2 | 84 | 361 |
| 4 | 66 | 331 |
| 5 | 68 | 352 |
| 6 | 81 | 386 |

### 6.4.4 Effect of rotation speed

The slowed beam velocity through a CRN can be obtained by the expression below:

$$
\begin{equation*}
V_{\text {slow }}=V_{\text {initial }}-2 \pi R \omega \tag{6.5}
\end{equation*}
$$

where $\mathrm{V}_{\text {slow }}$ is the slowed velocity in the lab frame, $\mathrm{V}_{\text {initial }}$ is the velocity of molecular beam from a stationary nozzle, $\omega$ is the frequency of rotation and R is the radius of rotor arm. The measured time-of-flight distribution of acetone molecules seeded in krypton gas at different rotation speeds is shown in Figure 6-11. As a result of increase in rotation speed, the pressure at the tip of the nozzle, $\mathrm{P}_{\text {tip }}$ increases than the pressure due to the gas inside the rotor, $\mathrm{P}_{\text {in }}$, due to centrifugal effect the which is given by

$$
\begin{equation*}
P_{\text {tip }}=P_{i n} e^{\frac{m V_{r o t}^{2}}{2 k_{B} T_{o}}} \tag{6.6}
\end{equation*}
$$

Due to centrifugal enhancement of pressure, the FWHM of the beam decreases as the rotation speed increases. Table 6-3 shows the different beam parameters at different rotation speed of the CRN. The decelerated velocity deviates more from the estimation at faster rotation speeds of the nozzle. This might be caused due to the centrifugal effect causing a separation of acetone and krypton as they differ in their mass. krypton atoms being the heavier of the two, are pushed more towards the tip of the nozzle leaving behind acetone molecules and causing a change of mole fraction of krypton in the gas mixture coming out of the nozzle. So, it might be higher than the estimated initial velocity of $430 \mathrm{~m} / \mathrm{s}$ resulting in higher velocity of acetone molecules than estimated.


Figure 6-11: Measured time-of-flight distribution of acetone seeded in krypton gas at different speed of rotation at a pressure of 4 bar and a valve opening duration of 4 ms .

Table 6-3:Beam parameters at different rotation speed of nozzle with a valve opening duration of 4 ms and a backing pressure of 4 bar using acetone molecules seeded in krypton gas.

| Rotation Speed (Hz) | Decelerated <br> Velocity(m/s) | Estimated <br> Velocity (m/s) | FWHM(m/s) | Longitudinal |
| :--- | :--- | :--- | :--- | :--- |
| 100 | 330 | 312 | 51 | Temperature(K) |
| 150 | 261 | 253 | 30 | 3.14 |
| 200 | 209 | 193 | 15 | 0.75 |
| 250 | 157 | 133 | 11 | 0.44 |
| 280 | 136 | 97 | 8 | 0.22 |
| 320 | 110 | 50 | 6 | 0.16 |

### 6.4.5 Density measurements

The total number of molecules per pulse N is given by [113]

$$
\begin{equation*}
N=\frac{A p_{o} v \Delta z_{\text {slit }}}{k_{B} T v_{\text {rot }}} \sqrt{\frac{2 \gamma}{\gamma+1}}\left(\frac{\gamma+1}{2}\right)^{\frac{1}{1-\gamma}} \tag{6.7}
\end{equation*}
$$

Where $\mathrm{A}=\pi(\mathrm{d} / 2)^{2}$ is the nozzle orifice area, $\mathrm{p}_{\mathrm{o}}$ is the pressure, $\Delta z_{\text {slit }}$ is the total distance the nozzle can see the detector $\sim 2 \mathrm{cms}$ as can be seen in the shutter function (Figure 6-3).

Figure 6-12 shows the number of argon atoms per pulse from three different research groups who have worked with CRN. The maximum pressure used by the groups at Freiburg, Texas and UBC was 220 Torr, 900 Torr and 4560 Torr, respectively. The nozzle diameter in our CRN is $250 \mu \mathrm{~m}$ whereas it is $100 \mu \mathrm{~m}$ in the other two sources. A rotation speed of 300 Hz corresponds to a beam velocity of $200 \mathrm{~m} / \mathrm{s}$ in our CRN. The number of atoms per pulse in the CRN at this rotation speed from Freiburg, Texas and UBC is $10^{13}, 10^{14}$ and $6 \times 10^{15}$, respectively. Due to installation of the pulsed valve and a leak proof gas line which could withstand a pressure of 8 bar, the comparison between the number of molecules per pulse between the three sources shows that we have an improvement by a factor of two over others.

The density of the beam coming out of CRN is measured using argon atoms with an RGA detector as shown in Figure 6-14. The pressure sensor is used to measure the pressure rise as the gas coming out from the counter rotating nozzle enters the detection chamber. This value, together with the


Figure 6-12: Number of Argon atoms per pulse vs rotation speed of nozzle for (a) Freiburg with a continuous nozzle at $\mathrm{P}=220$ Torr, $\mathrm{d}=0.01 \mathrm{cms}$ (Red trace and y scale on the left), b ) Texas $\mathrm{A} \& \mathrm{M}$ with a pulsed source at $\mathrm{P}=900$ Torr, $\mathrm{d}=.01$ cms (Blue trace and y scale on the left) and c) UBC with a pulsed source at $\mathrm{P}=4560$ Torr and $\mathrm{d}=.025 \mathrm{cms}$ (Black trace and y scale on the right)
corresponding RGA signal amplitude of the background, is used to calculate the number density of the argon gas in the detection chamber. The ratio of pulse to background amplitude can then be used to calculate the density of the molecular beam. This is illustrated in Figure 6-13.

The number density of argon beam can be written as:

$$
n_{A r}=\frac{\left(P_{b}-P_{p}\right) N_{A}}{R T} \times \frac{\text { pulse } \text { RGA amplitude }}{\text { background RGA amplitude }}
$$



Figure 6-13:RGA signal for a beam of pure argon gas at a nozzle rotation speed of 20 Hz . The experimental period was 3 seconds i.e. the valve is opened every 3 seconds.


Figure 6-14: Density of pure argon beam at different rotation speed of counter rotating nozzle using RGA. The pressure and the valve opening duration used for this measurement was 4 bar and 2.5 ms , respectively.

### 6.5 Conclusion and outlook

In this chapter, acetone molecules have been slowed to $110 \mathrm{~m} / \mathrm{s}$ with a temperature of 160 mK in the moving frame by using a CRN spinning at a frequency of 320 Hz . The density has also been measured at various rotation speed of the CRN using argon atoms. The beam coming out from the CRN can be slowed to any speed by varying its rotation speed. Therefore, in merged beam experiments, CRN can be useful as the collision energy can be easily varied between the two beams. The CRN source can also prove to be useful in aiding the conventional Stark or Zeeman decelerators. The length of Stark or Zeeman decelerators depends on the initial and final speed of the sample molecule such that it is slow enough to be captured inside a trap. CRN can be used to pre-decelerate molecules such that the length of a Stark or Zeeman decelerator can be reduced. Ideally, we should compare the decelerated signal from a decelerator and CRN at the same final speed for a given molecule, in order to see if the beam density can be improved using a combination of CRN with decelerators. One example of this application was the use of CRN in combination with a cylindrical cavity providing focussing force on a beam of $\mathrm{CD}_{3} \mathrm{CN}$ molecules by our group [105]. The force due to MW radiation was enough to manipulate the $\mathrm{CD}_{3} \mathrm{CN}$ beam which was pre slowed from the CRN before entering the cylindrical cavity.

Unlike, other slowing techniques, CRN has not gained much attention in the field of cold molecules research. The primary reason for this, despite its simplicity, is the decrease in density as the rotation speed increases. The highest reported density from a CRN source is around $10^{12}$ atoms/cc [115]. With the use of a pulsed valve in our setup, allowing us to produce intense and cold beams with density as high as $10^{15}$ atoms/cc, CRN might prove to be a useful technique in aid to the current existing methods in support of future developments in cold molecules research.

## 7 Conclusion and Future work

This thesis presented the first trapping of methyl radicals using an 85 coil Zeeman decelerator. The methyl radicals were decelerated from $320 \mathrm{~m} / \mathrm{s}$ to $60 \mathrm{~m} / \mathrm{s}$ before entering the trap region in which they were trapped for more than one second. The temperature of the methyl radicals was 200 mK . The loss of trapped radicals with time was measured at two different background pressure proving that the lifetime of the trapped radicals is dependent on the background pressure. In addition to measurement of trap lifetime at two different background pressure, helium and argon were also introduced in the trap region. These experiments were used to measure the elastic cross section between helium, argon and trapped radical.

The trap lifetime was over 1 second at a background pressure of $3 \times 10^{-9}$ Torr. The lifetime reduced to 700 ms when the background pressure was $6.3 \times 10^{-9}$ Torr. This suggests that the trap lifetime was limited by background gas collisions. Therefore, in order to increase the trap lifetime, this background pressure needs to be reduced in future. The increased lifetime of the trap will be needed for sympathetic cooling of methyl radicals in order to reduce the temperature below 200 mK . For sympathetic cooling, the ultra cold atoms collide with the relatively hot molecular ensemble to reduce the temperature of the molecular ensemble. During such collisions, the ratio of elastic to inelastic collisions, called as $\gamma$, should be larger than 1000 [119]. Tsecherbul et al. have shown the possibility of sympathetic cooling of methyl radicals including 17 other polyatomic radicals using laser cooled alkaline earth atoms.

We are also working towards increasing the density of the trapped radicals as sympathetic cooling will lead to loss of some of the trapped radicals. The trapped radical density can be increased by optimizing the timing sequence for trap loading as shown in appendix. Our simulation shows that
the trapping efficiency can be increased by optimizing the timing sequence for the front coil and rear coils. So far, we have seen an increase up to 5 times, in the number of trapped radicals as per our simulations in comparison to timings calculated by the position and velocity of the synchronous molecule. The increase in trapped radical density can also improve the accuracy of elastic cross section measurement of any background gas with trapped radicals. On the other hand, our lab is working towards building a newer generation of Zeeman decelerator which can increase the density of trapped radicals by two orders of magnitude [118].

A counter rotating nozzle was also used in order to generate cold and dense polyatomic molecular beam. Acetone molecules and argon atoms were used in order to characterize the CRN source at UBC. Acetone molecules seeded in krypton gas was slowed from $430 \mathrm{~m} / \mathrm{s}$ to $110 \mathrm{~m} / \mathrm{s}$ with the counter rotating nozzle at a speed of 320 Hz . Using Argon, the beam density coming out of CRN was estimated to be $\sim 10^{15}$ atoms/cc which is higher than reported value from any other CRN source We have tested our CRN up to a rotation speed of 400 Hz . The time period of one revolution at 400 Hz is 2.5 ms . This duration is enough so that there is no collision between the slowed molecular beam and the rotating nozzle before the beam enters the skimmer. Our deceleration is limited to $110 \mathrm{~m} / \mathrm{s}$ at 320 Hz for acetone is due to our detection scheme. With the use of a more sensitive detection scheme such as REMPI, we can detect much slower acetone molecules from our CRN. Another way to detect acetone at even slower speeds using the current detection scheme is to move the detection position closer to the nozzle. The distance between the nozzle and the detection point was 85 cms due to the presence of the superconducting cavity.

Some of the improvements which can be made in the current CRN to increase the beam density are as follow. In case of polar molecules, an electrostatic guide can be installed after the skimmer in order to reduce the loss of molecules due to transverse spreading of the molecular beam. Also,
if a pulsed nozzle can be attached to the tip of the rotor, it is possible to reduce the increase in the background pressure in the source chamber which can further increase the density of the slowed beam from a CRN. Lastly, the gas coming out of the CRN can be cooled below room temperature such that the initial supersonic speed of the gas coming out of the CRN is reduced. At the same final slowed velocity from the CRN, a much smaller rotation speed would be needed when the gas is cooled in comparison to the nozzle at room temperature. As the density from the CRN reduces as the rotor speed increases, cooling CRN can also lead to increased density.

Finally, a Fabry Perot cavity was constructed in order to trap ammonia molecules using MW radiation. The Fabry Perot cavity was coated with a superconducting cavity in order to enhance the quality factor. The quality factor of the superconducting cavity was measured to be $5 \times 10^{5}$. At this Q factor and a power input of 10 W , an electric field of $1 \mathrm{MV} / \mathrm{m}$ is generated inside the cavity. At this electric field, this trap can capture $\mathrm{NH}_{3}$ molecules with a speed of less than $10 \mathrm{~m} / \mathrm{s}$.

For trapping of ammonia inside the superconducting cavity using MW radiation, the superconducting cavity is installed at the end of Stark decelerator. The Stark decelerator will decelerate ammonia molecules from $400 \mathrm{~m} / \mathrm{s}$ to $10 \mathrm{~m} / \mathrm{s}$ which is the trap depth of our MW trap. Another cavity will be constructed as the Q factor for axial modes in the current cavity was very low. The new cavity will be designed in order to minimize the energy loss through the transmission holes in the center. With the new cavity, ammonia molecules can be further decelerated using the axial modes. Deceleration using the transverse modes of the Fabry Perot cavity is technically challenging as the electric field distribution is more complex in comparison to an axial mode. The axial modes quality factor should be higher than the transverse modes and hence the trap depth could be increased using the new cavity. Trapping of ammonia molecules using MW radiation
can be further used for their evaporative cooling. Successful demonstration of evaporative cooling using ammonia in a MW trap can lead to application of the MW trap to any other polar molecules.
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## Appendix A.

## A. 1 Density estimation of trapped radical from 2+1 REMPI process

## A.1.1 Laser beam parameters

The laser pulse from dye laser has a pulse width of 5 ns at 286 nm . In our experiments, we use a laser energy of $5 \mathrm{~mJ} /$ pulse. The diameter of laser beam is around 5 mm . Now, we can calculate the laser beam parameters after the focussing lens which has a focal length of 300 mm .


Figure A-1: Laser beam parameters

- Beam waist at focal point, $2 w_{o}=\left(\frac{4 \lambda}{\pi}\right)\left(\frac{F}{D}\right)=21.8 \mu \mathrm{~m}$
- Confocal parameter, $\mathrm{b}=2 \mathrm{Z}_{\mathrm{R}}=\frac{2 \pi}{\lambda} w_{o}^{2}=\left(\frac{8 \lambda}{\pi}\right)\left(\frac{F}{D}\right)=2.6 \mathrm{~mm}$
- Detection volume (laser) $\sim \pi\left({\sqrt{2 w_{o}}}^{2}\right) \mathrm{b}=1.5 \times 10^{-6} \mathrm{~cm}^{3}$
- Focal point area, $\mathrm{A}=\pi \times\left(\left(\frac{27.3}{2}\right) * 10^{-4}\right)^{2}=3.7 \times 10^{-6} \mathrm{~cm}^{2}$
- Energy of 1 photon at $286 \mathrm{~nm}, \mathrm{E}=\mathrm{h} \nu=6.95 \times 10^{-19} \mathrm{~J}$
- Total number of photons in one pulse, $T=0.005 / \mathrm{E}=7.2 \times 10^{15}$ photons
- Photon flux, $\mathrm{F}=\mathrm{T} /\left(\mathrm{A} \times 8 \times 10^{-9}\right)=7 \times 10^{27}$ photons $/ \mathrm{cm}^{2} / \mathrm{s}$


## A.1.2 2+1 REMPI process parameters

The methyl radicals initially in the ground state $\mathrm{n}_{1}$ are excited by absorption if two photons to the intermediate excited state $\mathrm{n}_{2}$. Following another photon absorption, the methyl radical is excited to an ionized state $\mathrm{n}_{3}$. In order to calculate the density of trapped radicals, we calculate the minimum number of radicals needed at $n_{1}$ state in order to get one ionized methyl radical at $n_{3}$ state. This will provide us a lower bound for the density estimate.


Figure A-2: 2+1 REMPI scheme

Initial conditions:
$\mathrm{n}_{1}(0)=\mathrm{n}$
$\mathrm{n}_{2}(0)=\mathrm{n}_{3}(0)=0$
Time interval $=$ pulse interval $=\Delta t$

A simple kinetic model to describe the $2+1$ REMPI process is described here [ reference]. The time dependence of the population of various states can be written as:

$$
\begin{gather*}
\frac{d n_{3}}{d t}=n_{2} P_{2} I  \tag{10}\\
\frac{d n_{2}}{d t}=n_{1} P_{1} I^{2}-n_{2}\left(P_{2} I+P^{\prime}\right)  \tag{11}\\
\frac{d n_{1}}{d t}=-n_{1} P_{1} I^{2} \tag{12}
\end{gather*}
$$

Where $\mathrm{n}_{1}$ is the number of trapped radicals, $\mathrm{n}_{2}$ is that in the intermediate state after absorption of two photons, $\mathrm{n}_{3}$ is proportional to ion signal intensity, $\mathrm{P}_{1}$ denotes two photon transition probability, $\mathrm{P}_{2}$ denotes ionization transition probability, $\mathrm{P}^{\prime}$ is the predissociation rate of the intermediate state and I is the laser intensity.

The units used for relevant quantities are listed below:
I: Energy flux $\left[\mathrm{W} \mathrm{cm}{ }^{-2}\right]=\left[\mathrm{J} \mathrm{s}^{-1} \mathrm{~cm}^{-2}\right]$ or I: Photon flux [Photon $\left.\mathrm{s}^{-1} \mathrm{~cm}^{-2}\right]$
$\mathrm{P}_{2}$ : 1-photon excitation rate $\left[\mathrm{cm}^{2} \mathrm{~W}^{-1} \mathrm{~s}^{-1}\right] \quad \mathrm{P}_{2}$ : 1-photon excitation rate $\left[\mathrm{cm}^{2}\right.$ Photon $\left.^{-1} \mathrm{~s}^{-1}\right]$
$P_{1}$ : 2-photon excitation rate $\left[\mathrm{cm}^{4} \mathrm{~W}^{-2} \mathrm{~s}^{-1}\right]$ or $\left[\mathrm{cm}^{4}\right.$ Photon $\left.{ }^{-2} \mathrm{~s}^{-1}\right]$

In the steady state,

$$
\begin{gather*}
\frac{d n_{2}}{d t}=0 \\
P_{1} I^{2} n_{1}=n_{2}\left(P_{2} I+P^{\prime}\right) \\
n_{2}=\frac{P_{1} I^{2} n_{1}}{P_{2} I+P^{\prime}} \tag{13}
\end{gather*}
$$

$$
\begin{gather*}
\frac{d n_{3}}{d t}=\frac{P_{2} I}{P_{2} I+P^{\prime}} P_{1} I^{2} n_{1}=\frac{P_{2} I}{P_{2} I+P^{\prime}} P_{1} I^{2} n \exp \left(-P_{1} I^{2} t\right) \\
n_{3}(\Delta t)=\frac{P_{2} I}{P_{2} I+P^{\prime}} N\left[1-\exp \left(-P_{1} I^{2} t \Delta t\right)\right] \tag{14}
\end{gather*}
$$

The intermediate state in our $2+1$ REMPI is the 4 p Rydberg state. The REMPI spectra shows that the FWHM of the Q branch is $4.5 \mathrm{~cm}-1$. The width of this branch is mainly determined by the predissociation in the 4 p Rydberg state.

The lifetime of this transition and the predissociation rate can be calculated as,

$$
\begin{gathered}
\tau_{\mathrm{PD}}=\frac{1}{2 \pi \times 135 \times 10^{9}}=1.2 \mathrm{ps} \\
P^{\prime}=\frac{1}{1.2 \times 10^{-12}}=8.3 \times 10^{11} \mathrm{~s}^{-1}
\end{gathered}
$$

a) Two photon absorption cross section $\sigma$ :

$$
\begin{gathered}
\frac{d I}{d x}=-\beta I^{2} \\
\beta=\frac{n 1}{h \vartheta} \sigma^{2} \\
\frac{d I}{d x}=-\frac{n 1}{h \vartheta} \sigma^{2} I^{2} \\
\frac{d n_{2}}{d t}=W_{t}^{2} n \\
W_{t}=\frac{\beta I^{2}}{2 n h \vartheta}
\end{gathered}
$$

Where, $\beta$ is the two-photon absorption coefficient, $\sigma$ is the two-photon absorption cross section, x is the interaction length and $W_{t}$ is the two-photon transition rate $\left[\mathrm{s}^{-1}\right]$.

$$
\begin{equation*}
\frac{d n_{2}}{d t}=\frac{1}{2} \delta N F^{2} \tag{15}
\end{equation*}
$$

Where F is the number of photons per unit area per sec (photon flux) given by

$$
\begin{aligned}
F & =\frac{I}{h \vartheta} \\
\frac{F}{c} & =\frac{I}{c h \vartheta}
\end{aligned}
$$

where ( $\mathrm{F} / \mathrm{c}$ ) is the photon density.

$$
\begin{equation*}
\frac{d n_{2}}{d t}=\frac{1}{2} \sigma^{2} I^{2} N \tag{16}
\end{equation*}
$$

The change in the number of molecules in intermediate state is two times the change in number of photons.

$$
\begin{gathered}
2 d n_{2}=-d\left(\frac{I}{c h \vartheta}\right) \\
\frac{d n_{2}}{d t}=-\frac{1}{2 c h \vartheta} \frac{d I}{d t} \\
\frac{d n_{2}}{d t}=\frac{1}{2} \delta F^{2} N=\frac{1}{2} \delta N\left(\frac{I}{h \vartheta}\right)^{2} \\
\frac{d I}{d t}=-c h \vartheta \delta N F^{2}=-c \delta N \frac{I^{2}}{h v} \\
d x=c d t
\end{gathered}
$$

Therefore,

$$
\begin{gathered}
\frac{d I}{d x}=-n \frac{\delta}{h \vartheta} I^{2}=-\beta I^{2} \\
\beta=n \frac{\delta}{h \vartheta}
\end{gathered}
$$

$$
\text { Also, } \beta=n \frac{\sigma^{2}}{h \vartheta}
$$

Therefore,

$$
\begin{equation*}
\delta=\sigma^{2} \tag{18}
\end{equation*}
$$

## b) Number of molecules excited per second

$$
\begin{gathered}
\frac{d n_{2}}{d t}=W_{T} N=\frac{1}{2} \delta N F^{2} \\
W_{T}=\frac{1}{2} \sigma^{2} F^{2}=\frac{1}{2} \frac{h \vartheta \beta}{n}\left(\frac{I}{h \vartheta}\right)^{2}=\frac{1}{2} \sigma^{2}\left(\frac{I}{h \vartheta}\right)^{2}
\end{gathered}
$$

Two photon excitation rate

$$
\frac{d n_{1}}{d t}=-P_{1} I^{2} n_{1}=W_{T} n_{1}=\frac{1}{2} \sigma^{2}\left(\frac{I}{h \vartheta}\right)^{2} n_{1}
$$

Therefore,

$$
P_{1}=\frac{1}{2} \sigma^{(2)}\left(\frac{1}{h \vartheta}\right)^{2}
$$

Case (a) Assume $\sigma^{(2)} \sim 5 \times 10^{-49} \mathrm{~cm}^{4}$ s molecule ${ }^{-1}$,

$$
P_{1} I^{2}=0.5 \times 5 \times 10^{-49} \times\left(7 \times 10^{27}\right)^{2}=1.2 \times 10^{7} s^{-1}
$$

Since,

$$
n_{3}(\Delta t)=\frac{P_{2} I}{P_{2} I+P^{\prime}} N\left[1-\exp \left(-P_{1} I^{2} \Delta t\right)\right]
$$

Assume photo ionization cross section of $P_{2}=10^{-17} \mathrm{~cm}^{2}$ from the $4 p(3 p)$ state,

$$
P_{2} I=10^{-17} \times 7 \times 10^{27}=7 \times 10^{10} s^{-1}
$$

The number of ions are given by

$$
\begin{aligned}
n_{3}(\Delta t)= & \frac{P_{2} I}{P_{2} I+P^{\prime}} N\left[1-\exp \left(-P_{1} I^{2} \Delta t\right)\right] \\
& n_{3}(\Delta t)=2.2 \times 10^{-2} \mathrm{~N}
\end{aligned}
$$

Taking into account the $10 \%$ detection efficiency of MCP, the total number of ions detected i.e. $\mathrm{n}_{3}=0.0022 \mathrm{~N}$. Therefore, 450 radicals are needed in order to obtain 1 radical at MCP. The detection volume, $\mathrm{V}_{\mathrm{D}}$ is given by

$$
V_{D} \sim 1.5 \times \pi w_{o}^{2} b=1.5 \times 10^{-6} \mathrm{~cm}^{3}
$$

## A.1.3. Density estimate from simulations

Our sample is made up of a mixture of methane and krypton. The concentration of $\mathrm{CH}_{4}$ in Krypton is $15 \%$. We can calculate the density of methane gas in this mixture using ideal gas law just before the supersonic expansion. From ideal gas law the methane density $n$, is given by

$$
\begin{equation*}
n=\frac{P}{k T} \tag{4.9}
\end{equation*}
$$

At a pressure $\mathrm{P}=4$ bar and a nozzle temperature $\mathrm{T}=150 \mathrm{~K}, \mathrm{n}=2.85 \times 10^{19} \mathrm{~cm}^{-3}$.
This is the density of methane gas before the supersonic expansion. Our nozzle opens for $60 \mu \mathrm{~s}$ $(\Delta \mathrm{t})$ and has a diameter (d) of $250 \mu \mathrm{~m}$. Taking these number into account and a beam velocity (v) of $340 \mathrm{~m} / \mathrm{s}$, the number of $\mathrm{CH}_{4}$ molecules per pulse can be calculated.

Number of $\mathrm{CH}_{4}$ molecules per pulse $=$ Nozzle area $*{ }_{\mathrm{V}} * \Delta \mathrm{t}=2.85 \times 10^{16}$

After the supersonic expansion, we assume an efficiency of $1 \%$ in the discharge process, $5 \%$ for skimmer, $1 \%$ for deceleration and $5 \%$ for trapping. This is calculated by calculating the ratio of molecules at different stages to the initial number of molecules through our simulations. After taking these numbers into account, we estimate the total number of trapped radicals to be $7 \times 10^{9}$. In order to calculate the density of the trapped radicals, Figure A-3 shows a snapshot of the spatial distribution of the trapped radicals inside the magnetic trap along the longitudinal and transverse directions, respectively, as predicted by particle simulations. Although the maxima of the magnetic fields along the longitudinal direction are separated by $8 \mathrm{~mm}, 75 \%$ of the radicals are confined within $\pm 1 \mathrm{~mm}$ at the center of the trap, and $95 \%$ are within $\pm 2 \mathrm{~mm}$. On the other hand, about $90 \%$ of the radicals are confined within $\pm 300 \mu \mathrm{~m}$ along the transverse direction due to the focusing effect of our Zeeman decelerator coils. Hence, the total effective trap volume $\mathrm{V}_{\mathrm{T}}$ is given by

$$
V_{T}=\pi \times 0.3^{2} \times 4=1.1 \mathrm{~mm}^{3}=1.1 \times 10^{-3} \mathrm{~cm}^{3}
$$

Table A-1 : Efficiency and number of radicals at different stages in the trapping experiment.
Process $\quad$ Efficiency (\%) Number of radicals

| Discharge | 1 | $2.85 \times 10^{14}$ |
| :--- | :---: | :--- |
| Skimmer | 5 | $1.4 \times 10^{13}$ |
| Deceleration | 1 | $1.4 \times 10^{11}$ |
| Trap | 5 | $7 \times 10^{9}$ |

Hence, the density of trapped radicals is $7 \times 10^{12} / \mathrm{cc}$, according to our simulations.


Figure A-3: Spatial distribution of trapped radicals inside the trap region. Figure A shows the distribution along the beam axis whereas Figure B and C shows the distribution in the transverse directions.

## A. 2 Optimizing number of trapped radical

The number of trapped radicals depends on the timing sequence of the trapping coils. The timing sequence consists of duration of each trapping coil and the delay between them. The phase space plot of the decelerated packet in which the synchronous molecule is travelling at $60 \mathrm{~m} / \mathrm{s}$ is shown below.


Figure A-4: Phase space plot of a decelerated packet before entering the trap. The velocity of its synchronous molecule is $60 \mathrm{~m} / \mathrm{s}$.

The timing sequence which is calculated based on the scheme described in chapter 4 is shown in Table A-2. The duration and the delay of each trapping coil is calculated according to the position and velocity of a single molecule. However, as can be seen in the phase space plot of the decelerated packet, the distribution of molecules is not uniform in space. This suggests that the number of trapped molecules will be different if the timing sequence of trapping coils is different.

On varying the duration and delay between the trapping coils, it was found that the delay between the coils was more sensitive than the duration.

Table A-2: Timing sequence of trapping coils as per position and velocity of the synchronous molecule

|  | On $(\boldsymbol{\mu s})$ | Off $(\boldsymbol{\mu s})$ | Duration $(\boldsymbol{\mu s})$ |
| :--- | :--- | :--- | :--- |
| Front coil (TF) | 6820 | 7020 | 200 |
| Rear coil (TR) | 7130 | 7300 | 180 |

For the decelerated packet shown above, the number of trapped radicals as per the timing sequence in Table A-2 was 940. The total number of radicals in the decelerated packet was 19538. Figure A-3 shows a contour plot of trapped radicals at different front and rear coil timings. The duration of each coil was fixed to $230 \mu \mathrm{~s}$. The same calculation was done by fixing the coil durations to 170 and $230 \mu \mathrm{~s}$ and the maximum number of trapped radicals was identical in all the cases. The number of trapped radicals increased from 940 to 4810 . The only difference among the three cases was the shift of time when the coils are turned on. The number of trapped radicals increased if the front coil was turned on earlier than 6820 us and accordingly, the optimum timing for rear coil was also shifted earlier. This depends on the shape of the decelerated packet i.e. in order to trap the maximum number of radicals, the densest part of the decelerated packet should be targeted. The shape of a decelerated packet varies depending on the initial molecular beam condition, initial velocity of synchronous molecule and the phase angle chosen to obtain the final desired velocity.


Figure A-5: Contour plot of number of trapped molecules at different front and rear coil timings. The x axis and y axis denote the switch on times for front coil and rear coil, respectively. The total number of molecules in the decelerated packet before entering the trap was 19538. The three contour plots show the number of trapped radicals at different durations of front and rear coils

